


Experiment Earth

In recent years, experiments in geoengineering – intentionally manipulating 
the Earth’s climate to reduce global warming – have become the focus of a vital 
debate about the intended and unintended consequences of innovation, raising 
profound social, political and ethical questions. 

This book explores these issues through the lens of the research project SPICE 
(Stratospheric Particle Injection for Climate Engineering), one of the first major 
geoengineering studies worldwide which aims to put particles high into the 
atmosphere to cut the amount of sunlight reaching the Earth’s surface. Drawing 
on three years of sociological research working with the scientists investigating 
the idea of geoengineering, the book examines how experiments become contro-
versial and why many are calling for the scientific community and civil society 
to rethink how we govern emerging technologies. It illustrates broader dynamics 
that are highly relevant to wider debates on science and technology governance 
and the responsibilities of scientists to take better care of the futures they help 
bring about. 

This book takes a critical stance on existing assumptions about ethical issues 
in science, giving students, researchers and the general reader interested in the 
place of science in contemporary society a compelling framework for future 
thinking and discussion.

Jack Stilgoe is a lecturer in the Department of Science and Technology Studies 
at University College London, UK. 



‘How should society react when the technological imagination seizes on the Earth 
itself as an experimental system? In this graceful critique of magical thinking, 
Stilgoe dissects the moves by which some came to see geoengineering as a project 
that not only can be done but must be done. An essential addition to the renewed 
debate on climate change, the book invites citizens and policy makers to think 
again about expert claims of inevitability, and to retake the future as a space for 
ethical and democratic imagining.’

Sheila Jasanoff, Harvard Kennedy School, USA

‘Experiment Earth is a book that is urgently needed. As human development 
becomes ever-more interwoven with the evolution of climate, Stilgoe asks a 
profound question: “What does it mean to take responsibility for global cli-
mate?” His answer is more than about climate and science, and more than about 
geoengineering technologies. It is about how we see ourselves as responsible 
human beings, exercising power, creativity and judgement in the world, whilst 
remaining accountable to each other.’

Mike Hulme, King’s College London, UK

‘To geoengineer or not to geoengineer the climate will be one of the defining sci-
ence and environment policy questions of the next fifty years. In Experiment Earth, 
Jack Stilgoe provides an indispensable guide to the theories, politics and per-
sonalities which have shaped this emerging debate. With his unique perspective 
on the controversial SPICE project and the internal machinations of the Royal 
Society, Stilgoe digs beneath more superficial media coverage, to understand 
geoengineering as an experimental site for new approaches to the governance of 
technology and innovation. Entertaining, informative and insightful, this book 
should be read by all those who care about the future of science, democracy and 
the environment.’

James Wilsdon, University of Sussex, UK

‘Climate engineering is a challenging subject to approach. One must walk 
the line between normalisation of what, to many, appears unthinkable and a 
manifesto for despair and inaction opposite the very real threat of climate change. 
This book struggles admirably with this tension: what it is like to work on an idea 
you hope never happens, and how could you ever control it? Stilgoe has been 
afforded access to the scientists working in this difficult arena, building trust and 
detailing our, and his, struggle to come to terms with the enormity of the prob-
lem. If you want to be inspired to wrestle with the intellectual challenges of how 
one might govern climate engineering technologies there may never be a better 
and more timely read than this.’

Matt Watson, University of Bristol, UK



Science in Society Series
Series Editor: Steve Rayner
Institute for Science, Innovation and Society, University of Oxford

Editorial Board: Jason Blackstock, Bjorn Ola Linner, Susan Owens, Timothy 
O’Riordan, Arthur Peterson, Nick Pidgeon, Dan Sarewitz, Andy Stirling, Chris 
Tyler, Andrew Webster, Steve Yearley
The Earthscan Science in Society Series aims to publish new high-quality 
research, teaching, practical and policy-related books on topics that address the 
complex and vitally important interface between science and society.

Vaccine Anxieties
Global Science, child health and society
Melissa Leach and James Fairhead

Democratizing Technology
Risk, responsibility and the Regulation of Chemicals
Anne Chapman

Genomics and Society
Legal, ethical and social dimensions
Edited by George Gaskell and Martin W. Bauer

A Web of Prevention
Biological weapons, life sciences and the governance of research
Edited by Brian Rappert and Caitrìona McLeish

Nanotechnology
Risk, ethics and law
Edited by Geoffrey Hunt and Michael Mehta

Unnatural Selection
The challenges of engineering tomorrow’s people
Edited by Peter Healey and Steve Rayner

Debating Climate Change
Pathways through argument to agreement
Elizabeth L. Malone



Business Planning for Turbulent Times
New methods for applying scenarios
Edited by Rafael Ramírez, John W. Selsky and Kees van der Heijden

Influenza and Public Health
Learning from past pandemics
Tamara Giles-Vernick, Susan Craddock and Jennifer Gunn

Animals as Biotechnology
Ethics, sustainability and critical animal studies
Richard Twine

Uncertainty in Policy Making
Values and evidence in complex decisions
Michael Heazle

The Limits to Scarcity
Contesting the politics of allocation
Lyla Mehta

Rationality and Ritual
Participation and exclusion in nuclear decision making, 2nd edn.
Brian Wynne

Integrating Science and Policy
Vulnerability and resilience in global environmental change
Edited by Roger E. Kasperson and Mimi Berberian

Dynamics of Disaster
Lessons on risk response and recovery
Rachel A. Dowty Beech and Barbara Allen

The Social Dynamics of Carbon Capture and Storage
Understanding CCS Representations, Governance and Innovation
Edited by Nils Markusson, Simon Shackley and Benjamin Evar

Science and Public Reason
Sheila Jasanoff

Marginalized Reproduction
Ethnicity, infertility and reproductive technologies
Edited by Lorraine Culley, Nicky Hudson and Floor van Rooij

Resolving Messy Policy Problems
Handling conflict in environmental, transport, health and ageing policy
Steven Ney



The Hartwell Approach to Climate Policy
Edited by Steve Rayner and Mark Caine

Reconstructing Sustainability Science
Knowledge and action for a sustainable future
Thaddeus R. Miller

Experiment Earth
Responsible innovation in geoengineering
Jack Stilgoe



This page intentionally left blank



Experiment Earth
Responsible innovation in  
geoengineering

Jack Stilgoe



First published 2015
by Routledge
2 Park Square, Milton Park, Abingdon, Oxon OX14 4RN

and by Routledge
711 Third Avenue, New York, NY 10017

Routledge is an imprint of the Taylor & Francis Group, an informa business

© 2015 Jack Stilgoe

The right of Jack Stilgoe to be identified as author of this work has been 
asserted by him in accordance with sections 77 and 78 of the Copyright, 
Designs and Patents Act 1988.

All rights reserved. No part of this book may be reprinted or reproduced 
or utilised in any form or by any electronic, mechanical, or other means, 
now known or hereafter invented, including photocopying and recording, 
or in any information storage or retrieval system, without permission in 
writing from the publishers.

Trademark notice: Product or corporate names may be trademarks or 
registered trademarks and are used only for identification and explanation 
without intent to infringe.

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data
A catalog record for this book has been requested

ISBN: 978-0-415-73237-6 (hbk)
ISBN: 978-1-315-84919-5 (ebk)

Typeset in Goudy 
by Swales & Willis, Exeter, Devon, UK

Cover image: © Ken Bosma / Flickr / creativecommons.org/licenses/by/2.0/



Fear no more the heat o’ the sun,
Nor the furious winter’s rages;
Thou thy worldly task hast done,
Home art gone, and ta’en thy wages:
Golden lads and girls all must,
As chimney-sweepers, come to dust.

William Shakespeare, Cymbeline, Act 4, Scene 2
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1 Balloon debate

‘When we all stand in that field in Norfolk, all of the engineers will be jumping up and 
down because they’ve succeeded in doing something amazing, building the tallest struc-
ture anywhere on Earth, and all of the natural scientists will be saying “Oh shit, we’re a 
step closer to doing something bonkers”.’

(A scientist working on the SPICE project)

A helium-filled polythene balloon floats three metres off the ground, tethered to 
a steel platform. The idea is to use this balloon to lift a kilometre-long hose into 
the sky. Once the balloon is up, some water – no more than it would take to fill 
a child’s paddling pool – will be pumped up the hose and squirted out through a 
nozzle to form a fine mist. After a few test launches, the balloon will stay in the air 
for about five days, enough time for the engineers to observe how the apparatus 
withstands the wind: to see if the balloon dips, kites or spins and to see if the pipe 
twists, bends or wobbles.

There are two ways of looking at this experiment. From one perspective, it 
is a straightforward test of a combination of old, mundane technologies. The 
balloon is an 18-metre-long blimp, normally used at sporting events to hold TV 
cameras or advertising. It is not aiming that high. In the world of tethered bal-
loons, the current altitude record is around five kilometres. The pump is from the 
sort of pressure washer that can be bought from a garden centre. The hose will be 
a longer version of the hydraulic hoses that carry fluids around a car. The small 
quantity of water means that it will probably evaporate before it hits the ground. 
The experiment will have no discernible effect on the environment.

The experiment has passed through two university ethics committees. The first 
responded that as the project did not involve animals or human subjects, it com-
plied with ethical research standards. The second agreed, adding that the team’s 
plans to engage members of the local community around the test site were welcome.

Such experiments are never risk-free. The engineers’ own risk assessment 
points to a number of possible incidents. The balloon could deflate, perhaps 
because of a bird strike. High winds could drag the balloon back down to Earth. 
The winch could jam, leaving the balloon stuck in the sky. The tether could 
break free. (One of the engineers told me a story of a woman in California who 
had recently been pulled from her bicycle by a rogue rope from a hot-air balloon.)



2 Balloon debate

It is important to bear these risks in mind, but such things are relatively well 
understood. Engineers have centuries of accumulated knowledge assessing and 
controlling risk. From a purely technical perspective, it is possible to conclude 
that nothing new is happening with this experiment. Few people outside the 
project are worried by the immediate risks. The non-governmental organisations 
(NGOs) and journalists who have taken an interest in this experiment are less 
concerned about the experiment going wrong than about it going right.

The second way of looking at this experiment is as ‘the first field test of a geoen-
gineering technology in the UK’, to use the researchers’ own words. The experiment 
is part of a larger scientific project, known as SPICE. The playful acronym hides 
a serious motive – Stratospheric Particle Injection for Climate Engineering. One 
of the aims of this research is to work out whether it is possible to put particles 
into the stratosphere to reduce the amount of sunlight that reaches the Earth’s 
surface. On the SPICE project’s website, there is a schematic of a much larger 
balloon attached to a hose more than 20 kilometres long, spraying out a reflective 
aerosol that has yet to be determined but is likely to be less benign than water. 
Such a contraption is unachievable using present materials, but the design could 
be seen as a statement of intent.

The accepted definition of ‘geoengineering’ (or ‘climate engineering’) is the 
‘deliberate and large-scale intervention in the Earth’s climatic system with the 
aim of reducing global warming’ (Royal Society 2009, p. ix), through either suck-
ing carbon dioxide from the air or reflecting sunlight back into space. Less than 
a decade ago, this big idea was given short shrift by both policymakers and sci-
entists. The last five years have seen a dramatic increase in scientific interest. 
In September 2013, geoengineering was pushed closer to the mainstream of cli-
mate policy with a mention in the ‘Summary for Policymakers’ (SPM) of the fifth 
report of the Intergovernmental Panel on Climate Change (IPCC 2013).

The SPICE team are among a small but growing number of scientists taking 
the idea of geoengineering seriously. This is not to say that the SPICE scientists 
are trying to hasten a geoengineered future. They have, in the main, entered this 
new field with ambivalence and trepidation. The idea of geoengineering seems 
to cross Rubicons and break taboos. Some of the scientists are concerned that 
manipulating a system as chaotic and poorly understood as the global climate 
is likely to be disastrous. They point to early results from computer models that 
suggest dramatic effects on local weather patterns if global sunlight is reduced. 
Others point to the political risks of taking seriously a technological fix that 
destabilises the fragile political consensus on tackling climate change by cut-
ting greenhouse gas emissions. Alan Robock, a climatologist, has produced an 
influential summary of ‘reasons why geoengineering may be a bad idea’ (Robock 
2008). These concerns do not apply just to the use of any eventual technology. 
Given the potential downsides of this imagined technology, most scientists are 
at pains to emphasise that they would have no wish to deploy such a thing if it 
were developed. It is hard to find a geoengineering researcher who is in favour of 
doing geoengineering. But Robock and other scientists recognise that research 
on geoengineering may be a step onto a ‘slippery slope’, making technological 
development and deployment more likely (see also Jamieson 1996).
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There are other reasons to be concerned about geoengineering that cannot 
be assessed by science but are no less important. If geoengineering of the type 
imagined by SPICE were to happen, it would represent a project of extraordi-
nary hubris. It would concentrate power in the hands of very few people and 
claim mastery over a part of everyday life that we have until now been happy 
to admit is in some way out of our control. Even in our secular age, courts and 
insurance companies refer to extreme weather as an ‘act of God’. An engi-
neered climate would mean someone taking responsibility for such things. It is 
therefore reasonable to ask if this is the sort of world in which we would want 
to live. Many would legitimately respond that regardless of what the science 
tells us about risks and benefits, they would rather not head in that direction. It 
is in this sense that high-profile commentators express repugnance at geoengi-
neering. The broadcaster David Attenborough has called the idea ‘fascist’,1 an 
accessible if overstated recognition of what I and others have described as the 
anti-democratic political constitution of geoengineering proposals (Szerszynski 
et al. 2013).

Geoengineering is an emerging technology. We do not know precisely what a 
successful geoengineering device or technique will look like or how it will work. 
For now, geoengineering brings together a set of diverse proposals and sugges-
tions. These range from the fantastic (sunshades in space between the sun and 
the Earth) to the well established (growing more trees or burying carbon dioxide 
underground). A couple of proposed geoengineering techniques have become the 
subjects of serious research. In addition to considering stratospheric particles, sci-
entists have begun to experiment with ocean iron fertilisation. This involves the 
seeding of oceans with iron particles to encourage the growth of algae that would 
absorb carbon dioxide from the atmosphere and take it to the sea floor.

The experiment with the balloon is not attempting to do stratospheric particle 
injection, nor is it attempting to do climate engineering. But it is in some respects 
a ‘climate experiment’, as one journalist dubbed it.2 A small group of campaign-
ing NGOs issued a press release with the headline ‘Say No to the Trojan Hose!’ 
(ETC Group 2011). They wrote to the heads of the research councils and to 
government ministers, calling for the cancellation of an experiment that they 
saw as part of a rush to develop geoengineering.3 Other geoengineering research-
ers around the world also criticised the haste with which the experiment seemed 
to be proceeding.

Both views of this open-air experiment are, in a strict sense, correct. But they 
reflect very different ways of understanding science in society. The first sees sci-
ence in splendid isolation. The second sees scientific research entangled in the 
multiple lines of debate that characterise the geoengineering issue. The experi-
ment was consciously public. It was announced at a national science festival with 
press releases and PR support from the universities involved. It revealed some 
of the assumptions and interests of geoengineering research to a wider audience 
for the first time. It therefore allowed for public scrutiny. The experiment, and 
the controversy it generated, provided a valuable opportunity for sociological 
research but also for what Arie Rip calls ‘informal technology assessment’ by 
those outside the scientific community (Rip 1986).
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Our interest in scientific experiments need not be limited to those that 
take place outside or involve outsiders. Geoengineering of the sort under 
investigation by SPICE began as a set of thought experiments exploring the 
possibility of replicating the ‘natural experiment’ of a volcanic eruption. 
These ideas are now being tested using experiments run on computer models 
of the climate. We should take an interest in scientific research whatever its 
form, particularly when it is tied to such a problematic technological vision. 
The SPICE project is about much more than a balloon. The questions raised 
by in vivo or in situ experimentation can be reflected back on experiments tak-
ing place in vitro or in silico.

Conventionally, we regard thought experiments as constrained only by the 
scientific imagination. But, as I describe in later chapters, there are limits, norms 
and taboos that govern what scientists consider important, desirable or even 
thinkable. The future of the planet may be written in the experiments that take 
place inside laboratories, as much as outside. The direction of geoengineering 
research is a function of conversations that happen in public as well as those that 
involve just scientists. As geoengineering researchers start to take seriously the 
possibility of engineering the climate, which may profoundly recast humanity’s 
relationship with the planet, we should look closely at dynamics of research, 
responsibility and governance.

This book is a sociology of geoengineering research. It draws on more than 
three years of interviews and interactions with the SPICE project and the wider 
geoengineering research community. It is about the tangle of issues in which geo-
engineering researchers find themselves. The book considers the various issues 
raised by geoengineering, focussing in particular on stratospheric particle injec-
tion, one of the subset of geoengineering proposals known as solar radiation man-
agement (SRM). It looks at how institutions and individuals have begun to make 
sense of solar geoengineering as it moves from the arena of science fiction into 
the arena of scientific research.

The book fits into the tradition of science and technology studies (STS), which 
is concerned with the social and political dimensions of science and engineering 
with a view to revealing the possibility of alternative directions. I am interested 
in the public nature of contentious science, its connections with emerging tech-
nologies and the negotiation of scientific responsibility. The publicness of geo-
engineering should make us pay attention not just to what is being done in the 
name of science, but also to how ideas of politics, ethics and ‘the public’ are being 
imagined. We should question the way that geoengineering is being framed as 
its complexities are made tractable through research and experimentation (cf. 
Bonneuil et al. 2008).

Governance beyond risk and ethics

The conclusions of recent STS studies of emerging technologies suggest the need 
for a rethink of the governance of science and innovation. We conventionally 
talk about the downsides of technology in terms of the risks or ethical dilemmas 
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they create. The SPICE balloon debate was not really about either risk or ethics. 
STS research has revealed how this focus on the downstream impacts of technol-
ogy can hide more fundamental upstream questions about the direction of inno-
vation (Rayner and Cantor 1987; Wynne 2002).

With geoengineering, there is already plenty being said about risks. Scientists 
argue that observations of massive volcanic eruptions such as Mount Pinatubo in 
1991 reveal both the cooling effect of particles in the stratosphere and the risks, par-
ticularly in the form of disruption to weather systems, when such an event happens.

Some see these risks as mountainous, even insurmountable. Others are more 
confident. For David Keith, currently the world’s most prominent geoengineering 
researcher, volcanic eruptions ‘give confidence that there is a strong empirical 
basis on which to assess these risks, and it is a reason to expect that the risks will 
be comparatively small’ (Keith 2013, p. 12).

My aim in this book is to draw attention away from risk assessment towards 
uncertainties: the things we don’t know, that we can’t calculate and that may 
remain incalculable. Keith states that when it comes to the risks of climate 
change, ‘we can’t estimate the uncertainty very well: we don’t know what we 
don’t know’ (Keith 2013, p. 31). The same applies to geoengineering. Keith 
admits that ‘the largest concern is not the risks we know but rather a sensible 
fear of the unknown-unknowns that may surprise us’ (Keith 2013, p. 70). For all 
this uncertainty, however, he is confident that science and engineering can find 
their way to a technology with ‘negligible direct side effects’ (Keith 2013, p. 110). 
Geoengineering researchers have begun taming some of these uncertainties and 
turning them into a research agenda. The assumption is that, as one paper claims, 
‘many uncertainties could be reduced through a systematic program of theory 
and modeling’ (MacMynowski et al. 2011, pp. 5044–5045). STS research has 
demonstrated that in many areas, research creates more questions than answers, 
expanding our uncertainty (Nelkin 1979; Ravetz 1986). Uncertainty is just as 
important a part of science as knowledge is (Stocking 1998), and yet it is often 
hidden from public view. We can imagine that given the social and political 
complexities of geoengineering, the range of uncertainties is likely to be ever-
expanding. Scientists should not pretend to completely know the risks and ethi-
cal challenges we face.

Science in society; science and society

This book is about the place of science, technology and innovation in the world. 
It is about ‘science in society’, but the conventional separation between ‘science’ 
and ‘society’ is one of many dichotomies challenged by my approach. Books like 
this are often categorised as ‘science and society’, as though these are worlds 
apart, or as ‘science in society’, as though science is a separate enclave. Despite 
the efforts of social scientists, the debate about science and innovation in society 
has struggled to avoid the implication that the science is somehow immutable, 
detached and exogenous. The logic follows that it is incumbent upon society and 
politics to understand, catch up and, if necessary, regulate.
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The idea of geoengineering cannot be straightforwardly separated into 
 scientific and social parts. The nascent debate about geoengineering shares some 
features with previous emerging technologies, including biotechnology and nano-
technology, which are driven by ‘sociotechnical imaginaries’ (Jasanoff and Kim 
2009) – visions of desirable futures that blend social and scientific ambitions and 
carry narratives of both promise and threat. Their imagined potential demands 
government investment but also governance. It has become a commonplace of 
emerging technology discussions to identify a ‘governance gap’.

David Keith prefaces his recent book, A Case for Climate Engineering, by stat-
ing, as if it were incontrovertible, the following:

It is possible to cool the planet by injecting reflective particles of sulfuric acid 
into the upper atmosphere where they would scatter a tiny fraction of incom-
ing sunlight back to space, creating a thin sunshade for the ground beneath. 
To say that it’s ‘possible’ understates the case: it is cheap and technically 
easy.

(Keith 2013, p. ix)

This argument, reminiscent of claims made at the dawn of nuclear power that 
people would be able to ‘enjoy in their homes electrical energy too cheap to 
meter’,4 has been allowed to underpin assessments of the promises and perils of 
geoengineering. Keith goes on to evaluate the risks and benefits of the technology 
as though it were ready to be pulled off a shelf, with risk assessments all in order. 
He calls solar geoengineering a ‘cheap tool that could green the world’ (p. x) but 
argues for awareness of ‘benefits and risks that are distributed at regional to global 
scales’ (p. xx).

Claims about the potency of geoengineering have led to concerns about a gap 
between science and regulation:

 • ‘I think the science is certainly far out ahead of the politics’ (Jason Blackstock, 
quoted in O’Neill 2012).

 • ‘Right now, the politics of geoengineering are far ahead of the science’ 
(Victor et al. 2013).

These two quotes from geoengineering commentators, while apparently in disa-
greement, are actually pointing to the same thing – a technology that is neutral 
and inevitable, if not already present. The first is a call to govern the technol-
ogy; the second is a call to better understand the technology. Both are deter-
ministic. Neither admits that the technology remains the figment of a particular 
technoscientific imagination. This book hopes to contribute to the discussion of 
the governance of geoengineering by questioning the presence of this imagined 
governance gap. The STS critique of technological determinism first demands 
scepticism about the nature of the technology that is under investigation (Wyatt 
2008).



Balloon debate 7

The SPICE project does not come with easy distinctions between facts and 
values. Such distinctions are often made in the geoengineering debate, but 
that does not mean we should take them for granted. Part of my argument in 
this book is that a constructive debate about geoengineering requires recog-
nition that its science and its politics have emerged hand-in-hand and will 
continue to do so. If we are to make sense of, learn from and deal with imagi-
naries of geoengineering, we should question the lines that are drawn between 
science and society, between nature and humanity and between research and 
innovation.

From noun to verb

Despite its non-existence as a viable sociotechnical system, geoengineering is 
already discussed as if it were a noun, an artefact. There is, oddly, rather little 
engineering in the world of geoengineering. The technology is simply imagined. 
Geoengineering, even in the absence of any concerted technology development, 
is talked about as if it is geotechnology, assessable using conventional geosci-
ence. Geoengineering, as a noun, is becoming important in the climate change 
debate.

The SPMs provided by the IPCC are the frontline of negotiations between 
climate science and climate policy. In 2007, when the IPCC produced its fourth 
assessment report, geoengineering appeared only in the SPM for Working Group 
III, whose job is to assess options for mitigating climate change.

Geo-engineering options, such as ocean fertilization to remove CO2 directly 
from the atmosphere, or blocking sunlight by bringing material into the 
upper atmosphere, remain largely speculative and unproven, and with the 
risk of unknown side-effects. Reliable cost estimates for these options have 
not been published.

(IPCC 2007, p. 15)

By 2013, geoengineering merited a longer mention:

Methods that aim to deliberately alter the climate system to counter cli-
mate change, termed geoengineering, have been proposed. Limited evidence 
precludes a comprehensive quantitative assessment of both Solar Radiation 
Management (SRM) and Carbon Dioxide Removal (CDR) and their impact 
on the climate system. CDR methods have biogeochemical and techno-
logical limitations to their potential on a global scale. There is insufficient 
knowledge to quantify how much CO2 emissions could be partially offset 
by CDR on a century timescale. Modelling indicates that SRM methods, 
if realizable, have the potential to substantially offset a global temperature 
rise, but they would also modify the global water cycle, and would not reduce 
ocean acidification. If SRM were terminated for any reason, there is high 
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confidence that global surface temperatures would rise very rapidly to values 
consistent with the greenhouse gas forcing. CDR and SRM methods carry 
side effects and long-term consequences on a global scale.

(IPCC 2013, p. 29)

This paragraph is the final one of the summary, giving the unfortunate impres-
sion of a twist in the climate change tale. A lazy policymaker might see it as 
an invitation to explore easy technological fixes rather than hard international 
negotiations. It is clear, however, that the IPCC sees little to like about geoen-
gineering. The language has become more certain than in the previous report. 
Technologies that were ‘speculative and unproven’ in 2007 are now discussed, 
with relatively little additional evidence, in terms of their potential and their side 
effects. Tellingly, however, this paragraph is in the SPM from Working Group 
I, which assesses the ‘physical science basis’ for climate change. Solar geoengi-
neering is not mentioned in the Working Group III SPM. It seems to have been 
naturalised as part of the physics of climate change, rather than explored as an 
engineering or policy option.

Engaging with geoengineering research in action forces us to think about geo-
engineering not as a noun but as a verb. Viewed as a set of technologies, geo-
engineering resembles no more than a mixed bag of half-baked schemes. If we 
take literally the meaning of ‘geoengineering’ as a present participle, it becomes 
a project, a work-in-progress. This idea, the idea of exerting control over the 
atmosphere, demands different sorts of analysis and governance. We can see geo-
engineering as a new trajectory, reconfiguring social relationships and, ultimately, 
reorienting people’s relationship to the weather. My argument is that rather than 
talking about the governance of geoengineering, we should bring these things 
together. In its ambitions for climatic control, geoengineering is itself a form of 
governance.

This view – of geoengineering as a work-in-progress – changes our view of 
responsibility. As Oliver Morton (2012) has argued, researchers looking at geo-
engineering ‘tend to naturalise it: to treat it as a thing in the world to be exam-
ined’. This leads towards arguments for technological and scientific autonomy. 
As I will describe, the naturalising of geoengineering has contributed to the fram-
ing of expert assessments of the issue and research agendas that have followed, in 
which scientists have been able to avoid many of the most profound questions of 
responsibility that geoengineering would seem to present.

If geoengineering is framed alternatively as a technoscientific project, the 
responsibilities of scientists are mixed: in ‘researching’ something, they are also 
implicated in its development, even if their research points to more risks than 
benefits. (This point applies equally to social scientists and others, me included, 
attracted to the purported novelties of geoengineering.)

Science is not one thing, nor does it have just one place in society. It is 
conflicted and its roles are multiple. It deals in truth, but also in innovation, 
expertise, evidence and critique.5 Different disciplines, particularly if we include 
engineering, have different dispositions and come up with very different accounts 
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of the world. It is increasingly hard to justify the activities of contemporary 
 technoscience with reference to an old-fashioned model of scientific purity. 
I hope to challenge the dominant framing of geoengineering – as a thing to be 
governed – by instead developing a narrative of the ‘co-produced’ (Jasanoff 2004) 
science and politics of geoengineering.

Understanding emerging technologies requires the dismantling of assumed 
boundaries between science and society. Typically with emerging technologies 
a division is quickly established between those who want to innovate and those 
who want to regulate, with the reach of the former always exceeding the grasp of 
the latter.6 With geoengineering, such cracks are only just starting to show. Few 
people are actively promoting the technology. Most geoengineering researchers 
are openly ambivalent about the technology and appreciate that the relevant 
questions reach far beyond science. As I will describe in subsequent chapters, 
however, this does not mean that the technology is stillborn. Some of the more 
thoughtful geoengineering researchers recognise that by researching something 
they see as highly undesirable, they may be unwittingly nurturing its development.

From speculation to anticipation

This is a book about geoengineering, but it is unlike other books about geoengi-
neering. It does not share either the excitement or the terror evident in some of 
the books that have followed in the wake of scientific attention (Goodell 2010; 
Kintisch 2010; Hamilton 2013). These have all drawn attention to an important 
set of issues, but they have adopted the dominant scientific narrative of power 
and novelty that accompanies geoengineering debates.

We do not have to accept the faits accomplis suggested by the subtitles of those 
books. I do not see an ‘audacious quest’ (Goodell 2010) to engineer the Earth’s 
climate, nor do I believe that we are witnessing ‘the dawn of the age of climate 
engineering’ (Hamilton 2013). The response to Kintisch’s (2010) question of 
whether geoengineering is science’s ‘best hope’ or ‘worst nightmare’ is almost 
certainly ‘neither’. The choice of ‘environmental necessity or Pandora’s box’ 
(Launder and Thompson 2010) is a false one.

James Fleming has taken a different approach in his history of geoengineer-
ing. His narrative of continuity from earlier, mainly spurious attempts at weather 
modification gives cause for scepticism about the novelty of geoengineering. For 
Fleming, most geoengineering science is ‘geo-scientific speculation’ (Fleming 
2010, p. 228), based on ‘back-of-the-envelope calculations’ (p. 233). But the 
speculation is not just the preserve of scientists. We have seen an array of phi-
losophers, legal scholars, social scientists and others gather to discuss the various 
non-technical issues that might arise. I confess that I share some of the fascina-
tion, which accounts for my writing this book. But the book is in part a criticism 
of what Alfred Nordmann (2007) has called ‘speculative ethics’. As I describe 
in Chapter 3, there has been a minor explosion of science, social science and 
humanities research wargaming scenarios of a geoengineered future. There are 
discussions of who would be most likely to unilaterally use the technology, who 



10 Balloon debate

would win and who would lose, how agreement might be reached on an ideal 
planetary temperature, and how planetary temperatures would rebound in the 
event of a technological shutdown. Ethicists have rushed to describe the ques-
tions of justice and rights that would arise from such scenarios.

The critique of speculative ethics is that such thinking cements the specula-
tion, bringing it closer to inevitability. In discussing ‘what will happen if   . . . ’ 
the ‘if’ is more likely to become a ‘when’. Nordmann describes how, as ‘the hypo-
thetical gets displaced by a supposed actual, an imagined future overwhelms the 
present’ (Nordmann 2007, p. 32). With geoengineering, technologies are often 
discussed as though they are real. Researchers are already talking about whether 
the technology will be ‘applied’ (Barrett 2008) or ‘deployed’ (Victor 2008), rather 
than whether it can or should be developed.

Anticipating problems with the ‘termination effect’, the threat of ‘unilateral 
deployment’ and the control of the ‘thermostat’ has sparked important early dis-
cussions about the non-scientific aspects of geoengineering and its research, but 
such discussions risk exacerbating a narrow view of governance. With geoengi-
neering, as with other emerging technologies, we should be concerned with its 
uses, as well as its abuses. Technological catastrophes may have rapid, visible and 
wide-ranging effects, but in the long run these are less important than the slow 
reconfigurations brought about by emerging technologies.

My straightforward response to the books which ask whether geoengineering 
will be the planet’s saviour or a new disaster is ‘we have no idea’. Mike Hulme 
takes a more critical approach to geoengineering science. He makes a strong argu-
ment that stratospheric aerosol injection is ungovernable, ‘an illusory solution 
to the wrong problem’ (Hulme 2014, p. 130) and therefore deserving of prohibi-
tion. He argues that ‘the socio-technical imaginary of the thermostat should be 
dispensed with’ (p. 82). I share many of his concerns, but we should not presume 
that the technologies currently imagined, with all of their hastily constructed 
‘implications’, will come to be realised.

The danger is that, in speculating, we leapfrog the discussions in the present 
about how geoengineering research should proceed. Geoengineering is what Joel 
Mokyr (1990, p. 291) would call a ‘hopeful monstrosity’. There are no technolo-
gies to see or touch, and the vast majority of scientific research has taken place 
inside computer models. The sociology of geoengineering is necessarily a sociol-
ogy of ideas, promises, imagined futures and research trajectories. Geoengineering 
therefore provides a case study in what has been called the ‘sociology of expecta-
tions’ (Borup et al. 2006; Selin 2008).

Geoengineering futures

With an emerging technology, we typically see that the claims are grandest when 
the technology is least developed (Borup et al. 2006). In science, it might be 
reasonable to expect expectations to be at least partly backed up by evidence. 
But instead we typically see that the more immature the technology, the fewer 
constraints there are on hype. Futures are framed and constructed with stories, 
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metaphors and clichés. Brigitte Nerlich and Rusi Jaspal point to the various 
 linguistic devices with which actors have begun to make sense of this imaginary 
technology. The metaphors have joined the litany of narratives that already exist 
around climate change. Geoengineering is variously a ‘dimmer switch’, a ‘ther-
mostat’, ‘a sunshade’, a ‘plan B’, a ‘tool in scientists’ toolbox’, a ‘parachute’ in case 
of a planetary ‘emergency’. Recognising the likelihood of side effects, geoengi-
neering researchers have described it as a ‘the lesser of two evils’, ‘chemotherapy’ 
or ‘methadone’ for an addicted planet, with planet being a metaphorical body, 
machine or patient, according to the particular cliché. For critics, geoengineer-
ing represents a ‘short term fix’, a ‘runaway technology’, a ‘moral hazard’, ‘playing 
God’ or ‘playing with fire’ (Nerlich and Jaspal 2012). Clive Hamilton (2013) 
describes it as an archetypical ‘Promethean’ technology. In most cases, whether 
from the more techno-optimistic or critical ends of the spectrum, hope is accom-
panied by warning; hype sits alongside doom.7 The clear message is that the tech-
nology is uniquely and unprecedentedly potent.

As with any new technology, there are definitional wrangles and frequent 
arguments for name changes and division of research areas. Some, such as adop-
tion of the term ‘climate remediation’, suggest new ideas about what is desirable 
or technically plausible. These frames and futures are not just public relations. As 
one of my interviewees told me, ‘framing is everything’. It determines what seems 
acceptable or possible, who has a right to speak and the distribution of power 
(Schon and Rein 1994). My research is inspired by the sociology of expectations, 
but I do not presume that the futures imagined for geoengineering are either fixed 
or coherent. As with other areas of science that are accompanied by grand prom-
ises, from genomics to nanotechnology (Hedgecoe and Martin 2003; Nordmann 
and Rip 2009), trajectories of innovation can be modulated by new research, new 
controversies or new political arrangements.

If geoengineering is indeed ‘a bad idea whose time has come’ (Kintisch 2010, 
p. 13), we should ask why and how the promise of this idea has stabilised when a 
host of other grand technological schemes have been ridiculed, become relics of 
the Cold War or remained in the realm of science fiction. In the few years since 
geoengineering was rehabilitated as a credible topic of scientific research (see 
Chapter 3), geoengineering researchers have become increasingly self-confident. 
Doubts, uncertainties and ambivalences are being tamed. Ethical and political 
quandaries are being turned into empirical questions. Extraordinary proposals are 
being domesticated with ordinary science. The ease and cheapness of geoengi-
neering is often taken for granted in geoengineering research. Geoengineering is 
often talked about as though it is an inevitable part of humanity’s future relation-
ship with the planet, and sometimes talked about as though it is already possible.

There are reasons why scientists such as David Keith pull a geoengineered 
future so close. Geoengineering is their object of study. Thankfully, it is neither as 
near nor as inevitable as Keith would have us believe. The sociotechnical system 
being imagined is highly uncertain, but we can expect the ‘socio’ part of it to be 
pretty important as it has proven to be with nuclear power, further compounding 
our uncertainties.
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Geoengineering futures rest on assumptions about what is easy and what is 
hard, what is intractable and what is mobile. An important paper by Paul Crutzen 
(2006), discussed in Chapter 3, cemented the idea that the technology to cool 
the planet could be an easy solution to what has proven to be the hard if not 
impossible task of cutting greenhouse gas emissions. As I discuss in Chapter 2, 
geoengineering follows in a tradition of technological fixes that offer seductive 
alternatives to the difficult and messy business of policy, or what ardent techno-
logical fixer Alvin Weinberg (1966) called ‘social engineering’.

The scale of ambition means that conversations about geoengineering can 
rapidly expand to encompass the future of the planet, the future of our species and 
humanity’s relationship with Nature. The SPICE project brings such discussions 
back down to Earth. It prompts discussions of imagined, speculative and distant 
futures, but it demands attention to the immediate future too. The SPICE testbed 
experiment would have been one of the first experiments to test a geoengineer-
ing hypothesis outside a laboratory. The project attracted controversy for this 
reason, but it also created the possibility of unsettling assumptions that had come 
to dominate geoengineering futures. What if stratospheric geoengineering were 
more complicated, more expensive and more problematic than assumed?

The SPICE project has lessons for debates about geoengineering and debates 
about the governance of emerging technologies. But it is not just an interesting 
case study of scientific research. The SPICE balloon is also a symbol of the ambi-
tions and flaws of contemporary science policy. As rich countries seek to secure 
their future as ‘knowledge economies’, science and scientists are under increasing 
pressure to contribute to economic growth. There is, as yet, no obvious capitalist 
aspect to solar geoengineering that is equivalent to the ‘biocapital’ (Sunder Rajan 
2006) that now infuses the life sciences. Nevertheless, scientists still find them-
selves working under a regime of ‘technoscientific promises’ (Felt and Wynne 
2007, p. 24) where, as Arie Rip puts it, ‘being first is more important than going 
in the right direction’ (Rip 2009). As I will describe in Chapter 5, the manner in 
which SPICE was funded displays some of this carelessness. But geoengineering 
offers an opportunity for an alternative view of the governance of innovation as 
‘collective experimentation’ (Felt and Wynne 2007).

Collective experiments

This book turns on the idea of experimentation. Experiments are conventionally 
understood to be a scientific activity. But we have seen the term ‘experiment’ 
seep through the boundaries of science. It has become common to talk about the 
experimental nature of technologies that were once thought to be predictable 
and controllable (Krohn and Weyer 1994). And it is increasingly common to 
hear policy innovations described as ‘experiments in governance’ or ‘experimen-
tal government’.

Experiments are normally part of the private life of science. The public image 
of science is about evidence, authority and expertise, not uncertainty and sur-
prise, and when ‘experiments’ take place in public, they are typically displays of 
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certainty (Shapin and Schaffer 1985; Collins 1988). If technologies are imagined 
as just things, society’s questions are pushed downstream. With geoengineering, 
we see a clear need for democratic discussions to take place upstream (Wynne 
2002; Wilsdon and Willis 2004), before we know what technologies will look 
like, what they will do and what they will mean for humanity. In this sense, geo-
engineering makes clear a need and an opportunity to democratise experimenta-
tion. SPICE provides an example of this happening in a semi-controlled fashion, 
with the gradual realisation that the outdoor experiment was about more than 
science.

The SPICE experiment was an early attempt to take geoengineering research 
out of the laboratory and into the field, from the domain of science to that of tech-
nology. The reaction to it took the scientists involved by surprise. Though origi-
nally intended as a technical test, it became a social experiment. Geoengineering 
is experimental in other ways, too. The planetary scale of ambition means that, as 
with nuclear power and other technologies, if a solar geoengineering technology 
is used, it will initiate a perpetual experiment with the planet. The technology 
can’t be adequately tested until it is used – at scale and for a long time. The his-
tory of technology suggests that claims to be able to predict and control its effects 
are often overblown. But once society is locked into such experiments it becomes 
hard to withdraw from them. What begins as an experiment quickly becomes the 
everyday.

If we buy some of the arguments being put forward for the power of, for exam-
ple, a future stratospheric aerosol technology, its potential for disruption puts it 
alongside nuclear weapons. But unlike the bomb, it won’t just be created in secret 
and unleashed onto the world (unless we also buy the more far-fetched scenarios 
involving eco-terrorists or rogue states operating unilaterally). A geoengineered 
world, if we can imagine such a thing, would require a vast sociotechnical system 
of machinery, manpower, infrastructure, rules, laws and institutions. Innovation 
and experimentation will need to happen in public, with the public.

If geoengineering is to do what is expected of it, it will need to be tried, tested 
and scaled up. It will need to be experimented upon in the environment, with 
the environment, and the signal of its impact will need to be painstakingly 
extracted from the noise of a chaotic global climate. These tasks will be tech-
nically and politically difficult, and each will be fiercely contested. People will 
disagree about the shape, size and desirability of the experiments. And when they 
disagree, there will be further disagreements about who has given their consent 
to such experimentation. They will disagree about how to interpret the results. 
And once the technology is deemed – by whom, who knows? – worthy of deploy-
ment, the experiment will continue. The technology can only be tested through 
use, and the test will never provide uncontested certainty (MacKenzie 1990). A 
central insight from STS is that technologies and knowledge are never complete. 
Discussions about science and innovation can be closed, but their closure is done 
socially rather than technically. Such insights, and their occasional overuse, have 
attracted the accusation that STS is merely interested in deconstructing every-
thing that we think might be solid. With geoengineering research, one does not 
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have to look hard to see the bare bones of science. It is quickly apparent that 
there is a large range of views that are all in some way ‘scientific’, and there are 
plenty of scientists who admit the limits of science in understanding and charting 
a way forward. If we accept that innovation is somehow ‘society in the making’ 
(Callon 1987) and if we take research as an important part of ‘innovation in the 
making’, we should surely pay attention to the practice of scientific research.

Arguments about geoengineering are inextricably bound up with those about 
climate change, which has its own heavy political baggage. As I describe in Chapter 
3, part of the commonplace rhetoric of anthropogenic climate change is that it 
represents an unprecedented ‘experiment’ with the Earth’s climate. The implica-
tion is that this experiment has been an unethical one, but talk of this unplanned 
and uncontrolled experiment has made it easy for some technological optimists to 
suggest that what is needed is a controlled geoengineering experiment.

This is a book about what good experimentation might look like. If we consider 
the experimental system of geoengineering to include more than just scientists, 
their laboratories and their apparatus, how might we democratise experimenta-
tion? If we regard experimentation as a collective enterprise, something that is 
done with society rather than just for society or even to society, what are the 
responsibilities of scientists and the institutions that govern them?

About this book

This book is not an outsider’s view of geoengineering. I do not pretend towards 
a scholarly detachment. I made the point above that all researchers interested 
in geoengineering may be in some way implicated in its future trajectory. I have 
sought to study geoengineering while being in some way part of it. The inter-
actions that constitute the research behind this book are therefore themselves 
experimental, in the sense developed by Rabinow and Bennett (2012). The effect 
is that some of the reported conversations in this book are not the product of 
neutral observation but are snapshots of views at different points in a process of 
ongoing engagement, research and reflection.

The next chapter takes a step back from geoengineering to present a frame-
work for considering whether and how science and innovation can take better 
care of the futures that they help bring about. I discuss the politics of technologies 
and technological fixes and advance notions of responsible innovation and col-
lective experimentation.

Chapter 3 looks at the recent rise of geoengineering research, asking how a pre-
viously unthinkable area of science became ‘thinkable’. I challenge the dominant 
history of geoengineering that has been adopted by geoengineering researchers, a 
story of disconnect from coventional climate science. The chapter draws threads 
together from the history of environmental science, the entangling of science and 
politics within the debate about climate change, and the mixed motivations for 
understanding, prediction and control within climate science.

Chapter 4 takes the Royal Society (2009) report on geoengineering as a case 
study in expert advice and technology assessment. I describe what was happening 
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backstage as the Society wrestled with an issue that took the institution out of 
its scientific comfort zone. The Society’s assessment was instrumental in the fur-
ther construction of geoengineering. While the report, the Society staff and the 
working group were admirably open-minded in their approach, the issue became 
scientised in some important ways through their endorsement.

Chapter 5 looks in detail at the SPICE project, starting with the proposed 
outdoor experiment that initially attracted scrutiny. Asking what lessons about 
governance can be learnt from such experiences, I conclude that regulation of 
experimentation with clear lines around risk and ethical concern is unlikely to 
attract public credibility. We should instead seek to engage with the purposes of 
experimentation as part of a collective exploration of responsibility.

Chapter 6 looks at models in climate science and geoengineering research. I 
discuss the use of computer ‘experiments’ in climate science and ask what hap-
pens when the motivations for these experiments start to twist towards geoengi-
neering. I look at the practice of climate science and the foibles of models that 
become visible up close.

Chapter 7 looks at dynamics of interdisciplinarity within and around the 
SPICE project. I ask how science fares when unfamiliar research cultures clash in 
new and contested areas. I consider the ‘engineeringness’ of geoengineering and 
argue that the disruption that comes from these forms of collaboration can be 
healthy as a precursor for taking greater responsibility.

In the book’s concluding chapter, I consider the potential for democratising 
the collective experiment of geoengineering and offer suggestions for improved 
governance and careful research.

Taking responsibility

The story about the balloon experiment needs an ending. After lengthy discus-
sions within the team and with the funders and others, the SPICE team decided 
not to launch the balloon. A patent application that included two of the SPICE 
researchers was unearthed, fuelling disagreements within the team about the 
merits of the experiment. Following an earlier postponement, and in recognition 
of the complexity of issues that had been surfaced by the proposal, the researchers 
called off the test.

The experimental gallimaufry was left unbuilt. The balloon that would have 
carried the hose was redeployed to some other task. The order for the hose was 
cancelled. The engineers on the SPICE project turned their attention to other 
ways of investigating the potential for giant stratospheric balloons, and the rest 
of the SPICE team continued with their research, albeit slowed by the admin-
istrative burdens of dealing with the fallout from the proposed experiment. The 
experiment had become a topic of conversation at all levels of British science 
policy, from the government chief scientific adviser downwards. The decision to 
cancel the testbed attracted wide news coverage, particularly in scientific publi-
cations such as Nature,8 and initiated a period of soul-searching among scientists 
regarding what was at stake in geoengineering research.
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The proposed SPICE experiment, the controversy it generated and the 
 scientists’ decision not to carry it through, all of which the SPICE scientists sub-
sequently labelled ‘the SPICE experience’, prompt questions about responsibil-
ity that have become a central theme of this book. At the most abstract level, 
geoengineering raises the question of whether we are ready to take responsibility 
for the climate and therefore for the weather. But there are more immediate ques-
tions of responsible research and innovation that have been ignored for too long 
in cultures and institutions of science. At the time of writing, some solar geo-
engineering researchers are concocting and starting to propose a new set of out-
door geoengineering experiments. These researchers claim to have understood 
the lessons from SPICE, but it is clear that some lessons have been easier to hear 
than others. The lessons for responsible experimentation from this case are more 
profound than is immediately apparent.

As part of an extension of the typical risk-and-ethics model of governance 
described above, responsibility is often understood in the legalistic, retrospec-
tive sense of blame. As I explain in the next chapter, such a view reflects an 
impoverished view of governance in science. Science is, especially at its frontiers, 
largely self-governing. With emerging technologies, scientists are setting rules 
and norms as much as following them. We should pay attention to vested inter-
ests and any conflicts that may arise, but explaining the politics of geoengineering 
research does not require the construction of a conspiracy. Jane Long and Dane 
Scott have identified four vested interests that might contribute to shaping the 
future of geoengineering – fortune, fear, fame and fanaticism (Long and Scott 
2013). To these we might add ‘fascination’, the everyday curiosity that drives 
scientists and other researchers to explore and in doing so construct the tech-
noscience of geoengineering.9 Many geoengineering researchers ventured into 
the area precisely because of a concern that others were seeking to geoengineer 
the planet. They now worry that their research may in some way be hastening a 
future they don’t want to see. Some have forced themselves to keep an open mind 
about the desirability of doing geoengineering. Others display a more shameless 
enthusiasm. David Keith admits that in the geoengineering community,

we’re hiding a genuine and I think not-wrong joy in the fact that we under-
stand something about the world that potentially gives us the ability to do 
these things. That understanding that nature gives us power to do great harm 
as well as, potentially, power to do good. But the understanding is a triumph 
of human ingenuity and I think it deserves some celebration although people 
are afraid to do that.

(David Keith, quoted in NPR/TED Staff 2013)

Most geoengineering researchers make more pragmatic arguments for research. 
The basis for many of these arguments is inevitability: either the planet will need 
geoengineering, or the technology will be used unilaterally. In either case, as 
Granger Morgan puts it, ‘If we haven’t done the research . . . the international 
community has to fall back on a moral argument, as opposed to a science-based 
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argument’ (quoted in Inman 2010). The binary choice placed before society is 
between knowledge and ignorance, between an accelerator and a brake. My argu-
ment challenges such a simplification and asks instead what sorts of directions 
and qualities we might look for in responsible research.
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7 This dynamic has also been observed with nanotechnology and synthetic biology. See, 

for example, Ginsberg et al. (2014).
8 An incomplete list includes the following: Daniel Cressey (2012), ‘Cancelled project 

spurs debate over geoengineering patents’; Geoff Brumfiel (2012), ‘Good science, bad 
science’; The Economist (2012), ‘Implicit promises: a geoengineering experiment has 
come unstuck. But there will be more’; Clive Cookson (2012), ‘Scientists call off geoen-
gineering trial’; and Mark Brown (2012), ‘First test of floating volcano geoengineering 
project cancelled’.

9 David Santillo from Greenpeace is to be credited with this fifth ‘F’.
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2 Taking care of the future

On 12 February 1908, six cars gathered in Times Square, New York, surrounded 
by more than 250,000 spectators, for the start of the New York to Paris automo-
bile race. Rather than being shipped across the Atlantic, these cars were going 
the long way round – west across the United States, transported on a ship to 
Japan and then Russia, before driving almost the entire width of Eurasia. Seven 
cars had withdrawn before the start, and three more pulled out during the race. 
Travelling much of the way without roads, the cars were forced to drive cross-
country through half-frozen Siberian mud or along railways, with the drivers con-
ducting running repairs along the route.

These cars were rudimentary but recognisable prototypes of their current 
equivalents. A German car had been constructed especially for the race, on the 
orders of Kaiser Wilhelm, but the US entry, a Thomas Flyer, was a regular pro-
duction model. The Flyer won the race on 30 July, after the German car, which 
had finished ahead, was penalised for taking various shortcuts.1 The race was a 
fanfare for a technology that would take over the world. Three months later, 
the first Model T Ford rolled off the production line that went on to define the 
modern factory.

In 1908, the motor car was an emerging technology. None of the race’s driv-
ers nor Henry Ford himself could have possibly predicted in 1908 the eventual 
ways in which our lives would be reshaped by and reorganised around cars. Early 
growth was explosive. In 1908, less than 0.2 per cent of the US population owned 
a car. By the 1920s, the proportion exceeded 10 per cent. In the 1950s, by which 
time a third of Americans owned cars, the geography of cities like Los Angeles 
visibly reflected the country’s intimate dependence on the technology.2 The car 
created immense opportunities. The average American in 1800 travelled 50 
metres a day. The average distance is now 50 kilometres (Urry 2007). But our 
increasing dependence on the car has been accompanied by a growing realisation 
of its problems.

In 1963, by which time the UK had 7 million cars on its roads, a report com-
missioned from Sir Colin Buchanan by the Ministry of Transport reflected the 
systemic problems of car ownership and the deep ambivalence it induced:
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We are nourishing at immense cost a monster of great potential 
 destructiveness. And yet we love him dearly. Regarded in its collective 
aspect as ‘the traffic problem’ the motor car is clearly a menace which can 
spoil our civilisation. But translated into terms of our own car, we regard it 
as one of our most treasured possessions or dearest ambitions, an immense 
convenience, an expander of the dimensions of life, an instrument of eman-
cipation, a symbol of the modern age.

(Buchanan 1963, p. 15)

This ‘instrument of emancipation’ brings a ‘pandemic cataclysm’, in J. G. Ballard’s 
words,3 of more than 1.2 million deaths per year.4 In rich countries, cars and soci-
eties have evolved together such that they are largely interdependent. Although 
the centres of some cities that predate cars resist the technology’s thrall, places 
like Phoenix, Arizona, owe their sprawling geography almost entirely to the car. 
We are ‘locked in’ to the sociotechnical system of automobility (Urry 1999), 
and many developing countries are following similar trajectories. Cars are not 
just things. They are part of a vast system. According to John Whitelegg, with 
our increasing car use, ‘more money must be spent on roads, car-parking and all 
the associated infrastructure of dependency on motorised transport including the 
police and courts. Henry Ford would not have been impressed by the monster 
that he was instrumental in creating’ (Whitelegg 1997, p. 18).

Perhaps the biggest problem is our inability to extricate ourselves. This system, 
which emerged alongside the innovation of the conventional internal-combus-
tion-engined car, supports its existence and crowds out alternative options such 
as electric cars, public transport or cycling. This technology, once imagined as a 
servant of human needs, would seem to be taking over. It has become one of the 
‘things that we didn’t know we couldn’t do without’ (Sudjic 2009, p. 60).

So, given the power of technological innovation to shape our lives, how might 
we anticipate, understand and govern the emergence of new technologies? In a 
landmark book, The Social Control of Technology, David Collingridge uses the 
car to illustrate what he calls the ‘dilemma of control’ – the implications of a 
technology are hard to predict in its early stages, but as we come to terms with 
them, the technology becomes more entrenched and therefore harder to con-
trol (Collingridge 1980). Collingridge considers an early attempt at automobile 
technology assessment, the Royal Commission on Motor Cars in 1906, two years 
before the New York to Paris race and the first Model T Ford. Though it did rec-
ommend a penalty for those found driving while drunk, the Royal Commission 
identified dust kicked up from untarred roads as the most serious problem. Given 
what we now know about cars, ‘with hindsight we smile, but only with hindsight’ 
(Collingridge 1980, p. 16).

Our ability to turn the lessons of hindsight towards improved foresight and 
governance is hampered by the dilemma of control that Collingridge (1980) 
describes. Viewed one way, we are destined to be both too early and too late in 
the governance of technology: too early to understand consequences and too 
late to steer technology away from certain trajectories. But decisions that are 
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taken at the early stages of technological development, whether regarding cars 
or geoengineering, will have profound consequences downstream. Although we 
overestimate our ability to control technologies once they are fully formed, we 
underestimate our ability to shape science and innovation while they are still 
emerging.

Taking responsibility for the unpredictable nature of innovation is an enor-
mous challenge, but it is a vital one. Bruno Latour (2011) advises us to ‘love our 
monsters’, not in the sense of being enamoured of our technological creations, 
but in the parental sense of caring about them and taking responsibility for their 
development. To do this, however, we need to recognise that such monsters are 
less monstrous than is sometimes assumed.

Prometheus and the golem

Although we cannot yet point to the artefacts of geoengineering as we could to 
the motorcar at the start of the twentieth century, we can nevertheless under-
stand geoengineering as an emerging technology. As with other emerging areas 
of science and technology, we do not fully know what its technological products 
will look like, nor what their implications might be. And yet we must find some 
way to govern the progress of research and innovation, some way of proceeding 
responsibly.

Research in science and technology studies (STS) over more than four decades 
has demonstrated that research and innovation do not follow a simple internal 
logic. They are shaped by social as well as technical considerations. Technologies 
do not spring fully formed from their inventors’ hands. They are socially shaped in 
their creation and in their subsequent use (Bijker and Law 1992). Technologies 
may do what innovators intend, but they will do other things besides. For 
Langdon Winner, the imperative to govern technologies democratically starts 
with the argument that they are a form of ‘legislation’, controlling our lives in 
various ways, only some of which we immediately appreciate (Winner 1977; also 
see M. B. Brown 2007).

We have learnt, too late, that technologies have unintended, potentially dis-
astrous consequences. Some of these may have been unpredictable, but in most 
cases, including prominent ones such as asbestos and thalidomide, hazards were 
anticipated and detected early, but not acted upon (Harremoës et al. 2001). If 
technologies are to improve our lives, we might at least demand some form of 
Hippocratic Oath that they should first do no harm. But technologies, by creat-
ing new capabilities, always change social relationships, replace jobs and reshape 
lives. The distribution of risks and benefits from technology is uneven and often 
unpredictable. When we add the complex risks that come from a sociotechni-
cal system like that surrounding the car, for which the car itself cannot be held 
responsible, it is tempting to conclude that technology is largely ungovernable.

In a world of pervasive technologies, of which democratic society appears to 
have a dwindling degree of understanding and control, the idea that technol-
ogy is in some way autonomous seems to resonate. According to Jacques Ellul 
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(1962), the autonomy of technology has already enslaved us. The list of those 
who have made similar diagnoses and predictions includes not just philosophers 
and sociologists of technology, but also terrorists such as the Unabomber and, 
more recently, the founder of Sun Microsystems, Bill Joy. Joy argued, with refer-
ence to the Unabomber’s manifesto and reflecting on recent developments in 
robotics, genetic engineering and nanotechnology, that ‘we are being propelled 
into this new century with no plan, no control, no brakes’ (Joy 2000).

Technology writer Kevin Kelly also claims that technology is autonomous, 
but he is optimistic. For Kelly, the task is to speed up the process of emancipatory 
innovation. His response to technological autonomy is to give up attempts at 
control, to prohibit prohibition, which only delays the inevitable (Kelly 2010). 
Bill Joy’s view is less rosy, but he is similarly fatalistic about our ability to control 
science and technology. He argues that ‘ideas can’t be put back in a box . . . Once 
they are out, they are out’ (Joy 2000). This is a Promethean narrative of scientific 
and technological autonomy. It resonates with another mythical narrative, of 
science as a golem, a ‘lumbering fool who knows neither his own strength nor 
the extent of his clumsiness and ignorance’ (Collins and Pinch 1998, p. 2). Such 
stories leave little room for questions of responsibility in innovation, beyond the 
metaphorical decision of whether to steal fire or create a monster. But they also 
reduce the question of technological control to one of prohibition. This has led 
to an unproductive discussion of the merits of precautionary regulation and its 
new libertarian counterpart, the so-called proactionary principle (see, for a dis-
cussion, Fuller 2012).

In the aggregate, science and technology may well share some characteristics 
of an autonomous life form (Winner 1983). But this view downplays the ways in 
which, at a smaller scale, people shape technologies (Bijker and Law 1992). The 
attempt to reconcile these things, and recover some hope for reasserting control 
of technology, has led to the theory of technological ‘momentum’ (Hughes 1993), 
in which technologies that begin as controllable become unstoppable as they are 
adopted. Bruno Latour puts forward the idea, following Akrich, that technolo-
gies are ‘scripts’. For Latour, the making of technologies is about ‘transcription’ 
or ‘inscription’. They ‘prescribe’ certain things from their users and ‘proscribe’ 
others. Sometimes the rules are clear, as with mundane technologies like the 
door-closer (Latour, writing as Jim Johnson, 1988; Latour 1992), the safety belt 
(Latour 1992) or the sleeping policeman (Latour and Venn 2002). Sometimes 
the instructions are more opaque, as with Latour and Venn’s (2002) filing cabi-
net.5 The inflexibility of technology leads Latour to conclude that ‘no human is 
as relentlessly moral as a machine’ (Latour, writing as Jim Johnson, 1988, p. 301). 
Others, most notably Langdon Winner, have argued that technologies contain 
implicit ethics and politics in what they allow and constrain. Peter-Paul Verbeek 
(2006, p. 361) argues that engineers therefore conduct ‘ethics by other means’. 
But all these authors – Verbeek, Latour and Winner – recognise that the future 
of technologies is not written indelibly. Technologies are defined not just in their 
creation, but also by their use. Technologies can be hacked, adapted and repur-
posed. In many cases, we can choose not to subscribe to a technology or to the 
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image of ourselves that it demands. We can change the scripts. Ronald Kline and 
Trevor Pinch (1996) describe how users of cars and radios in America reshaped 
the use and so the innovation of these technologies. Eric von Hippel (2005) and 
colleagues (Lüthje et al. 2005) explain how the mountain bike was a product of 
user-driven innovation in California in the 1970s and 80s. Winner concludes 
that we do not have to sleepwalk into a technological future:

The key question is not how technology is constructed but how to come to 
terms with ways in which our technology-centered world might be recon-
structed. Faced with a variety of social and environmental ills, there is 
growing recognition that what is needed is a process of redirecting our tech-
nological systems and projects in ways inspired by democratic and ecological 
principles.

(Winner 1993, p. 376)

With such technologies, however, it would be naïve to suggest that users have 
all the power. As I said at the start of this chapter, the car locks us into a socio-
technical system that dramatically narrows our options. Other technologies can 
be seen as similarly authoritarian. We have little choice whether to subscribe to 
closed-circuit television, airport security, nuclear power or national defence, for 
example. In such cases, however, to emphasise the autonomy of these technolo-
gies is to miss the vast amount of effort and thought that goes into their creation. 
We might do well to remember, for example, that the atomic bomb required  
$2 billion and 200,000 people to turn a ‘Promethean’ idea into a workable tech-
nology (Miller and Edwards 2001).

If we are looking to govern technology while it is still emerging, when it is 
characterised by uncertainty, competing claims to novelty, promise and threat, 
and high political stakes, we should take seriously the concept of emergence, 
which holds that characteristics of the whole cannot be reduced to, nor pre-
dicted from, the sum of the parts. But, as Ilya Prigogine, the Nobel Prize-winning 
theorist of complexity, has argued (Prigogine 1997), this should give us cause for 
optimism. Just as emergence challenges the determinism of reductionist science, 
so it challenges the fatalism that can, for some, be the next step from ideas of 
technological autonomy.

Directions of innovation

In 1959, C. P. Snow argued in a forgotten sidenote to his famous Rede Lecture on 
the Two Cultures that the power of science and innovation was such that it would 
cure poverty. He made the following prediction: ‘This disparity between rich and 
poor has been noticed . . . Whatever else survives to the year 2000, that won’t’ 
(see Stilgoe 2013). Rather than dwelling on the hazards of prediction, we should 
instead consider why it is that science and innovation appear to have, over the 
50 years since Snow’s lecture, failed to follow the direction he suggested. Richard 
Nelson (2011) rephrased the question: Why is it that our innovations have been 
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able to put human beings on the surface of the moon but proven  incapable of 
tackling the problems of urban poverty in the world’s richest country?

The last decade has seen increasing policy attention given to big societal 
challenges.6 The emergence of programmes of research based on ‘grand chal-
lenges’ reflects a desire to maximise the social and economic impact of science 
and technology. The challenges that are normally listed are familiar ones. The 
list normally includes sustainability of the global environment; the health of its 
population; the security of food, water and energy; and future sources of economic 
growth. For all the talk, however, there has been little progress in thinking about 
how science and innovation might be systematically turned in the direction of 
these problems.

We know that innovation is not a straight line in which new knowledge pushes 
new applications, which in turn lead to economic growth or social benefit. But 
this ‘linear model’ is continually rehearsed in the stories that science tells about 
its impact on the world (Felt and Wynne 2007). Even in areas of the economy 
where innovation seems at first glance to be more linear, such as pharmaceuti-
cal research, this model is falling apart. It is more realistic, and more helpful, 
to think of innovation not as a line but as a network or, according to some, an 
ecosystem. The innovation system is, according to one definition, ‘the network 
of institutions in the public and private sectors whose activities and interactions 
initiate, import, modify and diffuse new technologies’ (Freeman 1987, p. 1). In 
hindsight, the trajectory of certain innovations may look linear, because we can’t 
see the dead ends, the technological failures, the negative results or the roads not 
taken. But the particular technologies that we currently have – whether internal-
combustion engines, nuclear power stations, space shuttles, Microsoft Word or 
the QWERTY keyboard – are the product of choices, priorities, assumptions and 
desires through the innovation system. Alternative trajectories, in which people 
drive electric cars using electricity from cheap solar cells or in which more dis-
eases of poverty have been eradicated, are imaginable, but they may be mutually 
exclusive. Innovation, which is often discussed by policymakers as just something 
that can either be fast or slow, also has a direction (Stirling 2008).

Technological fixes – good, bad and ugly

Given the problems facing society, many of which are ‘wickedly’ intractable 
(Rayner 2012), technological fixes remain seductive, even though we have learnt 
how disappointing they can often be. The phrase comes from Alvin Weinberg, an 
unashamed ‘technological fixer’. Weinberg’s view was coloured by his position on 
one side of the Cold War, looking across at what he regarded as failed and illib-
eral Soviet ‘social engineering’ (Weinberg 1966). Prefiguring a debate that would 
resurface with geoengineering, Weinberg suggested that technological fixes could 
be used to ‘buy time’ while society catches up with much-needed changes.

As we have grown more sceptical of grand technological schemes, the 
term has acquired pejorative connotations. But as Dan Sarewitz and Richard 
Nelson (2008) argue, we should find ways to separate the good from the bad.  
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There are technological fixes that appear to do an extraordinarily good job of 
using ‘the power of technology in order to solve problems that are nontechnologi-
cal in nature’ (Volti 1995, p. 23), to adopt one definition. The example used by 
Sarewitz and Nelson is vaccines.

There are countless examples of bad technological fixes. People may of course 
disagree on such judgements, but we might point with relatively little controversy 
to schemes such as the 1980s’ Strategic Defense Initiative, a proposed technologi-
cal fix for the problem of nuclear war known popularly as ‘Star Wars’. (This idea 
was advanced by arch-fixer Edward Teller, who would go on to develop a strong 
interest in geoengineering. Weinberg, writing in 1966, credited Teller with hav-
ing already ‘supplied the nearest thing to a Quick Technological Fix to the prob-
lem of war . . . The Hydrogen Bomb’ [Weinberg 1966, p. 6]. A similar claim had 
been made by Orville Wright in 1917 about the aeroplane [Kelly 2010].) Sarewitz 
and Nelson choose the more mundane example of technologies for literacy, which 
have failed to improve upon conventional education despite decades of effort.

Separating good from bad fixes, according to Sarewitz and Nelson (2008), 
requires asking three questions: Does a proposed fix address the root cause of the 
problem? Can we tell when it’s worked? Are the research and technology there 
already? Answering these questions may in some cases be straightforward. Most of 
the time, however, technological fixes will be ugly: they will sort out some prob-
lems while hiding, postponing or exacerbating others. The Green Revolution, for 
example, introduced new technologies for global agriculture after World War II. 
It dramatically increased crop yields for people in some parts of the world, avoid-
ing acute hunger in India and elsewhere. But its successes did not extend to Sub-
Saharan Africa, and it deepened a dependence on fertiliser and pesticide use that 
would prove unsustainable (Collingridge 1980; Royal Society 2009).

‘Technological fix’ is a misnomer. They are never fixes in the sense of repair-
ing something that is broken. As Thomas Hughes explains, ‘Technological fixes 
are partial, reductionist responses to complex problems. They are not solutions’ 
(Hughes 2004, p. 241). Twenty-first century global problems are rarely acute. 
They are more often chronic, requiring management rather than a cure. Alvin 
Weinberg’s faith in technological fixes now seems anachronistic. It is hard to 
imagine a contemporary government taking seriously schemes such as Star Wars. 
But, according to Evgeny Morozov, the enthusiasm for fixes is undimmed. He 
recasts it as ‘solutionism’, which ‘presumes rather than investigates the problems 
that it is trying to solve’ (Morozov 2013, p. 6). Morozov’s focus is the new array 
of digital technologies for which claims are made that they will not just make 
our lives easier, but also solve big social problems. We see with other emerging 
technologies that similar claims are made about the future. Emerging technolo-
gies are often constructed as solutions to problems of their own imagination, as 
well as being imagined as problems for governance in themselves, too. Following 
Morozov, as well as the growing field of the sociology of expectations and an older 
set of ideas about the sociology of social problems (e.g. Schneider 1985), social 
scientists should therefore seek to track the claims that are made about the defini-
tion of such problems.
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Responsibility, science and innovation

In response to the emergence of nanotechnology as an issue of public and  scientific 
concern in the early 2000s, governments around the world rushed to consider 
whether new policy measures were warranted. The European Union (EU) 
decided that no new specific regulations were required but that the uncertainties 
of nanotechnology justified some form of early governance. Janez Potoc̆nik, then 
commissioner for research, launched the EU Code of Conduct for Responsible 
Nanosciences and Nanotechnologies Research (NanoCode), which was drawn 
up in 2008 (EC 2008). It is a voluntary measure, aiming to give researchers and 
others a clear sense of what is expected of them and provide a basis for future 
policy discussions. At its heart is a set of seven principles: accessibility, sustain-
ability, precaution, inclusiveness, excellence, innovation and accountability.

If it works, it could be a powerful way of helping members of the nano commu-
nity to consider and organise their responsibilities (von Schomberg 2007). But 
nanotechnology is notoriously hard to demarcate. Nano research ranges across 
the sciences from materials science to pharmacology, and there is little agreement 
on definitions or implications. The reaction to the NanoCode among scientists, 
even those who would support its rationale, has been nervousness.

The nanoscientist Richard Jones, who has, in his promotion of public dialogue 
and scientific governance, acted as a conscience for the nascent nano community, 
highlights a concern held by many scientists. He is worried that responsibility 
will be understood in terms of retrospective accountability. He warns that scien-
tists ‘might be alarmed at the statement that “researchers and research organisa-
tions should remain accountable for the social, environmental and human health 
impacts that their N&N [nanoscience and nanotechnology] research may impose 
on present and future generations”’ (Jones 2009, p. 336). Pointing to an assumed 
‘division of moral labour’, he argues that

scientists who make an original discovery may have little influence in the 
way it is commercialized. If there are adverse environmental or health 
impacts of some discovery in nanoscience, the primary responsibility must 
surely lie with those directly responsible for creating conditions in which 
people or ecosystems were exposed to the hazard, rather than the original 
discoverers. Perhaps it would be more helpful to think about the responsi-
bilities of researchers in terms of a moral obligation to be reflective about 
possible consequences, to consider different viewpoints, and to warn about 
possible concerns.

(Jones 2009, p. 336)

Even though ‘accountability’ is less strict than the legal idea of liability, the 
approach recommended by the EU NanoCode could, if interpreted strictly, lead 
to scientific paralysis. If the code is to be strengthened, as some have suggested, 
the slipperiness of the term will make it easy for some to reclassify their work 
as mundane chemistry rather than cutting-edge nanotechnology. (This was the 
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outcome of the UK government’s introduction of a voluntary reporting scheme 
for companies working on nano research; see Stilgoe 2007.)

Scientific research is an important part of the wider innovation system. While 
there is plenty of scientific activity that is not driven by the demand for innova-
tion, for practising scientists, the imperative to innovate is proving harder to 
ignore. Gibbons et al. (1994) see this as a move from mode 1 science, which is 
defined by separation from its social context, to mode 2, in which the boundaries 
between science, society and industry blur. As science in many areas is increas-
ingly connected with its ‘context of application’, questions of responsibility 
become harder to escape from. Science and innovation are, in this regard, differ-
ent but crucially connected. We should therefore consider the responsibilities of 
science and scientists as part of a broader discussion of responsible innovation.

Understanding and governing the social and ethical dimensions of innovation 
are hugely complex. The unpredictability of technology’s effects has in the past 
provided an excuse for inaction. Innovators have been expected to innovate, 
and society has been expected to live with the consequences. The externalities 
of innovation create a fundamentally unequal relationship between current and 
future generations. If the futures we enable through innovation end up better 
than the present, then that is a happy accident. But if they are worse, then future 
generations have no recompense for the burdens we have given them. If we rec-
ognise that emerging technologies are fateful, then innovation creates what phi-
losopher Hans Jonas calls the ‘imperative of responsibility’ (Jonas 1985).

Innovation and responsibility are not easy bedfellows. Innovation is, according 
to Ulrich Beck (2000), a central feature of society’s ‘organised irresponsibility’.7 
There is a view held by some scientists that control of science is undesirable, if 
not impossible. Michael Polanyi argued that ‘you can kill or mutilate the advance 
of science, you cannot shape it’ (Polanyi 1962, p. 64). The web of responsibility 
that should ideally sit over the innovation system is often in reality cobweb-thin. 
It is easy for parts of the system to offload responsibility onto others.

The conventional story told by scientists throughout history is that they 
are responsible only to each other, as a community. Their job is the produc-
tion of knowledge, and it is the responsibility of others to employ this knowl-
edge. Science, according to this story, is free from values and ideals. This story 
no longer holds, if indeed it ever did. In most areas of research, and particularly 
those with innovation or policy implications, science is unavoidably entangled 
in applications, innovations and politics (Latour 2008). In reality, science and 
innovation are being shaped all the time by the people who do them and the net-
work of organisations around them, and they can therefore be reshaped in more 
responsible ways (Guston 2008).

Scientists have throughout history actively sought responsibility in involving 
themselves, as experts and as citizens, in political and ethical issues. Especially 
since World War II, when science was implicated in what many considered unde-
sirable applications, such as the atomic bomb, some scientists have come together 
in groups such as Pugwash, the Society for Social Responsibility in Science (and 
its British offshoot), the Union of Concerned Scientists, and Scientists for 
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Global Responsibility. These bodies provided forums for scientists to question 
the connections between science and the undesirable interests of companies and 
governments. At the same time, individual scientists have notably taken respon-
sibility for reshaping the ways in which science is conducted and governed, as 
well as used, with prominent examples including Jonas Salk’s and Tim Berners-
Lee’s rejection of patents for, respectively, the polio vaccine and the World Wide 
Web; and John Sulston’s insistence that data from the Human Genome Project 
be quickly made public.

The growing power of humans to reshape their world has led to what Ulrich 
Beck (1992) has described as a ‘risk society’. But while these new risks, whose 
impacts can be felt across continents and generations, seem to have prompted 
a new ‘era of responsibility’ (Strydom 1999; Pellizoni 2004), what this means in 
practice remains elusive.

Scientists’ concern about the EU NanoCode can in part be explained with 
reference to different ideas of responsibility. For accountability to be accurately 
determined, it must be traced along lines of causality. With research and innova-
tion, these lines are often impossible to draw, even in hindsight. Accountability 
assumes that the past and the present provide a reasonable guide to the future. 
Innovation acts to change the future and therefore redraws accountability (Adam 
and Groves 2011).

The time dimension of responsibility is crucial. Luigi Pellizoni offers a useful 
typology according to whether we are considering responsibility after the fact 
or before. Retrospective responsibility deals in concepts such as accountability, 
liability and blame. In matters of regulation and control, such concepts are vital, 
but their applicability to emerging science and innovation is unclear. We need 
a view of responsibility that points forward. Prospective responsibility, according 
to Pellizoni, is about care and responsiveness (Pellizoni 2004). Society expects a 
duty of care from parents towards their children, even though parents can neither 
know nor control the future lives of their children. We therefore expect that par-
ents will be responsive to changing demands and changing information.

We might offer ‘taking care of the future’ as a slogan for responsible innova-
tion, but the phrase ‘taking care’ is not self-evidently good for the governance 
of emerging technologies. It can imply humility or hubris, depending on its con-
text. One need only consider the difference between a parent asking a nanny to 
‘take care’ of someone and a mafia boss asking a trusted lieutenant to ‘take care’ 
of someone to see the difference. In the first case, the understanding of respon-
sibility is rooted in a relationship, an attachment and a practice, an important 
point developed by discussions of care ethics. ‘Caring for’ something or someone 
is distinct from the more paternalistic idea of ‘caring about’ something or even 
‘taking care’ of it, in the sense of sorting it out. For Annemarie Mol, writing in 
the context of healthcare, an emphasis on care is not about grand ethical prin-
ciples, but rather about everyday practices: ‘Care is a process: it does not have 
clear boundaries. It is open-ended . . . Care is not a product that changes hands, 
but a matter of various hands working together (over time) towards a result’ 
(Mol 2008, p. 18).
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In exploring questions of responsibility in and around science, we should not 
underestimate the cultural and structural pressures that make it hard for scientists 
to take responsibility, even if as individuals they are predisposed to care deeply 
about what they are doing. The institutions and cultures of science jealously guard 
the autonomy of scientists. The role responsibilities of scientists – to create robust 
knowledge – are seen as trumping the general responsibilities that scientists may 
have towards society (Douglas 2003). This creates an asymmetrical distribution 
of credit and accountability, or, as Jerry Ravetz puts it, ‘Scientists take credit for 
penicillin, while Society takes the blame for the bomb’ (Ravetz 1975, p. 46).

The demand for scientific autonomy has led scientists to argue for a ‘right 
to research’, particularly in controversial fields such as stem cell science in the 
USA (Benjamin 2013). However, as M. B. Brown and Guston (2009) explain, a 
‘right to research’ need not be understood only in the negative sense of freedom 
from interference. There is also a republican view of rights that would see science 
as appropriately embedded within wider society rather than detached from it. 
The freedom to research would here be imagined in a more positive sense. The 
autonomy and purity of science are not a given; they are argued for and worked at 
by scientists and their institutions (Nordmann 2010).

Questioning the products, processes and purposes of innovation

Public, critical discussions about innovation typically raise a number of ques-
tions, which we can divide into what questions, how questions and why questions 
(Box 2.1). These questions have emerged as important from reviews of public 
dialogue exercises, and they have solid foundations in social science and philo-
sophical analysis of emerging technologies as well (see, for example, Feenberg 
1991; Macnaghten and Chilvers 2012). They are the questions that often come 
to define public controversies about new technologies.

Box 2.1 Questions of responsibility

What questions (about the products of science and innovation)

•• What are the likely benefits and to whom?
•• What are the likely risks and to whom?
•• What other impacts can we predict?
•• Might these change in the future?
•• What might the unintended consequences be?
•• What don’t we know about?
•• What might we never know about?

(continued)
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These three sets of questions – what, how and why – relate respectively to the prod-
ucts, processes and purposes of innovation. Responsible innovation means ensuring 
that these questions are put on the table. As scientific innovation has become more 
powerful, scientists and society have grown used to the idea that research should be 
governed to minimise risks. The assumption in the past has been that the legitimate 
public interest lies in the products of innovation – the positive and negative impacts 
of technologies and the changes they enact upon societies and economies. We also 
now appreciate that when we can’t predict or account for these impacts in advance, 
it is also sometimes right for society to take an interest in the processes of science. 
We expect oversight of ongoing research involving humans, animals and tissues, 
such as stem cells, with clear social and ethical dimensions. Areas of research such 
as geoengineering, where intent is precisely the matter of concern (Stilgoe 2011), 
suggest there is a legitimate interest in scientists’ purposes. If scientific research is a 
journey into the unknown, then the direction of travel should be considered to be 
as important as the mode of transport.

Dimensions of responsible innovation

Governing the processes and purposes of science and innovation, in addition 
to their outcomes, means rethinking the frameworks and policies that currently 

How questions (about the processes of science and innovation)

•• How should research and innovation take place?
•• How should standards be drawn up and applied?
•• How should risks and benefits be defined and measured?
•• How might this technology be used in unintended ways?
•• Who is in control?
•• Who will decide?
•• Who will take responsibility if things go wrong?
•• What if you are wrong about impacts?

Why questions (about the purposes of science and innovation)

•• Why should this research be undertaken?
•• Why are you in particular doing this research?
•• What future are you envisaging?
•• What are the intended consequences?
•• Who will benefit?
•• What are the alternatives that we could be considering?

(continued)
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shape research. In previous papers, colleagues and I have proposed a framework for 
responsible innovation (Stilgoe et al. 2013) that draws attention to four dimen-
sions of responsibility: anticipation, inclusion, reflexivity and responsiveness.

Anticipation

David Guston (2012) describes how, in 1945, the chemist and philosopher of 
science Michael Polanyi joined Bertrand Russell, another philosophical lumi-
nary of the day, on the BBC radio show The Brains Trust. The panel were asked 
whether they could anticipate any possible applications of Einstein’s theory of 
relativity. Reflecting later on this episode, Polanyi described how neither of them 
could think of any, ‘But actually, the technical application of relativity . . . was 
to be revealed within a few months by the explosion of the first atomic bomb’ 
(Polanyi 1962, quoted in Guston 2012). Polanyi expressed some embarrassment 
at his lack of foresight, but his ignorance was at least partly intentional. Polanyi’s 
philosophy of science fiercely resisted any attempts to control what he called ‘the 
republic of science’. His refusal to predict allowed him to argue that ‘Einstein 
could not possibly take these future consequences into account when he started 
on the problem which led to the discovery of relativity’ (Polanyi 1962, quoted in 
Guston 2012).

But while two of the cleverest men of the day did not anticipate the atomic 
bomb, even while it was under construction, others could. Frederick Soddy, 
another leading UK chemist, had begun discussing the perilous potential of 
atomic energy before World War I, lending his expertise to H. G. Wells, among 
others. Soddy had a clear sense of a responsibility to consider ‘possible technical 
uses’ of his and his colleagues’ work, even though these may have been highly 
uncertain and decades away from realisation. Guston’s (2012) conclusion is that 
anticipatory governance is both possible and necessary (see also Guston 2008) 
but that scientific culture is prone to certain sorts of anticipation and not others.

Organisations with a clear role in defining the future, and therefore a respon-
sibility to consider their role, can find themselves being constantly reactive. The 
detrimental implications of new technologies are often unforeseen, and early 
warnings of effects are systematically ignored (Harremoës et al. 2001). As Bruno 
Latour (2010, p. 486) puts it, innovators are habitually ‘fleeing ahead looking 
backwards’. The lessons of past mistakes have led to legislative moves such as the 
precautionary principle, but precautionary practice has tended to exacerbate the 
focus on risks rather than benefits.

As well as mapping what is known and what is likely, anticipation forces 
thinking about unknowns, with the aim of increasing resilience in the face of 
inevitable surprises. Anticipation prompts researchers and organisations to ask 
‘what if . . . ?’ It is necessary in order to reveal new opportunities for innovation as 
well as to construct agendas for socially robust risk research and risk management.

Contemporary emerging technologies are accompanied by a glut of expecta-
tions, but they are typically narrow. Research in the sociology of expectations 
(see Borup et al. 2006) suggests that science is increasingly forward-looking and 
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that expectations themselves contribute to shaping technologies (see also van 
Lente and Rip 1998). Scientific researchers are often caught in an ‘economy of 
promises’ (Jones 2008) to which they feel compelled to contribute. The futures 
that they and those around them describe are not predictions, although they may 
be presented as such. They are instead promises of what can happen if science 
is given particular resources and freedoms (Geels and Smit 2000). These ‘socio-
technical imaginaries’ (Jasanoff and Kim 2009) are never purely technical. They 
are also imagined social worlds.

The futures of science and innovation are typically imagined as both inevita-
ble and close. It is intriguing to witness what some have called the ‘naturalisation 
of technological advance’ (Felt and Wynne 2007) in phrases such as ‘Moore’s 
Law’, which describes the exponential trend in computing power with the pre-
sumption that it will indefinitely and inescapably continue. Even futures that 
are highly speculative are imagined to be ‘on the horizon’ (Michael 2000) or 
‘just around the corner’ (Evans et al. 2009). To justify research, investment and 
enthusiasm, innovations are presented as within easy reach. Discussions take 
place in what Bell and Dourish (2007, p. 134) call ‘the proximate future’. It is 
relatively easy to see how such dynamics emerge. The development of emerging 
technologies is expensive and therefore necessarily ‘shot through with strategic 
considerations’ (van Lente and Rip 1998). The temptation for hype is therefore 
hard to resist, and the claims made for technology are typically most brazen at 
the earliest stages, when there is the least evidence to constrain their promises 
(N. Brown 2003). Critiquing or fleshing out such promises would mean engaging 
with the full complexities of sociotechnical systems, rather than offering a seduc-
tive technological shortcut.

We have seen from discussions around nuclear energy, the Human Genome 
Project and, more recently, nanotechnology that the discussions of visions and 
expectations that come to define motivation can become closed all too easily. 
Those domains have attracted an ‘economy of hope’ (Del Vecchio Good et al. 
1990) that encourages unconfined promise: ‘energy too cheap to meter’, the ‘book 
of life’ (Nerlich et al. 2002) or ‘complete control of the structure of matter’.8 The 
sheer scale of the hype casts argument and scepticism as an unwarranted attack 
on ambition. So outlandish possibilities are allowed to evolve into probabilities, 
which are subsequently manifest in scientific and policy commitments with little 
questioning.

Scientists may be privately uncertain about the claims made on their behalf, 
but they are nevertheless implicated in the bolstering of the economy of prom-
ises. Scientists and the institutions of science may legitimately respond that hype 
is a necessary evil of contemporary science policy. Scientific megaprojects such 
as the Large Hadron Collider or the Human Genome Project would fail a policy-
maker’s strict cost–benefit test, so a ‘social bubble’ (Gisler et al. 2011) of expecta-
tions can help to enrol policy and public audiences in a common project. Hype 
can, however, lure scientists and innovators into a ‘Novelty trap’ (Rayner 2004). 
The same novelties that are emphasised to attract attention and funding may rea-
sonably arouse the interest of regulators. But the pattern has commonly been that 
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when novel regulations are proposed, technologies are reclassified as mundane. 
The uniqueness and novelty of new technologies are more malleable than they 
appear.

At first sight, geoengineering’s economy of promises would seem to be rather 
different from those of genetics or nuclear power, which have promised untold 
economic benefits from their innovations. Few people interested in geoengineer-
ing imagine that it will be an unalloyed good. Even enthusiasts for geoengineer-
ing admit that it would, as currently envisaged, create as well as solve problems. 
The dominant imaginary for geoengineering is one of potency rather than ben-
efit. Geoengineering futures share a degree of millennial reflexivity with those of 
nanotechnology and synthetic biology, whose promises exist ‘between extreme 
revolutionary potential on the one hand and despairing disappointment on the 
other’ (N. Brown and Michael 2003 p. 4), which we could extend to include 
cataclysm. Synthetic biologist Drew Endy sees synthetic biology futures oscillat-
ing between utopia and dystopia in a ‘half-pipe of doom’ (Calvert et al. 2014).

As the Polanyi and Soddy story illustrates, anticipation does not depend on 
the strength of our crystal balls; it depends on whom we choose to talk and listen 
to. The aim is not to predict the future, but rather to think through various pos-
sibilities. For research funders, proximity to the research coalface brings an addi-
tional responsibility of helping other organisations anticipate the future. They 
are more likely to be involved in conversations of risks, benefits and opportunities 
that might only reach other decision-makers after it is too late. Making innova-
tion more anticipatory therefore asks innovators to include new perspectives.

Inclusion

There is a growing recognition across a range of research areas that science is 
too important to be left to scientists alone. Responsible innovation should aim 
to include diverse perspectives and sources of expertise. In some areas, ideas of 
what counts as an innovator are broadening to include users, non-governmental 
organisations (NGOs) and other stakeholders. ‘User-driven’ and ‘open’ innova-
tion is seen by writers such as Eric von Hippel (2005) and Henry Chesbrough 
(2003) as an important trend, although these authors are more interested in the 
speed and efficiency of innovation than its politics and direction.

Perhaps the clearest argument for greater inclusion comes from the wealth of 
experience in using science and technology for global development. Innovation 
is often sold on the promise that alongside its economic potential in the rich 
North, grand benefits will accrue to poor countries. In its assessment of the poten-
tial of nanotechnology, the Royal Society and Royal Academy of Engineering 
were scathing about such promises:

Much of the ‘visionary’ literature . . . contains repeated claims about the 
major long-term impacts of nanotechnologies upon global society: for exam-
ple, that it will provide cheap sustainable energy, environmental remedia-
tion, radical advances in medical diagnosis and treatment, more powerful 
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IT capabilities, and improved consumer products . . . However, it is equally 
legitimate to ask who will benefit and, more crucially, who might lose 
out? . . . Concerns have been raised over the potential for nanotechnolo-
gies to intensify the gap between rich and poor countries because of their 
different capacities to develop and exploit nanotechnologies, leading to a 
so-called ‘nano-divide’.

(RS–RAEng 2004, p. 52)

The nano-divide originates from a set of unquestioned assumptions about the 
challenges faced by particular groups and the answers that technology might pro-
vide. It is an iteration of a familiar pattern. NGOs, researchers and funders have 
all tried to redress this imbalance, but much innovation still proceeds in igno-
rance of the problems that it claims to be addressing.

If a genuine geoengineering technology is to emerge at a planetary scale, it 
is likely to be ubiquitous and centrally controlled, even autocratic (Szerszynski 
et al. 2013). It is therefore unclear how anyone other than experts and govern-
ments might actively be involved in its development or use. The inclusion of 
other perspectives in geoengineering research and innovation will therefore 
necessarily entail other, more-proactive forms of upstream engagement. The 
Economist (2010) is right to conclude that ‘producing plausible policies and ways 
for the public to have a say on them will be hard – harder, perhaps, than the 
practical problem of coming up with ways to suck up a bit of carbon or reduce 
incoming sunshine’.

The last decade has seen a proliferation of innovative new forms of engage-
ment with people previously disconnected from science and technology. In envi-
ronmental decision-making, this has in the past taken the form of stakeholder 
engagement on well-defined local issues. But this model has been broadened to 
encompass new forms of engagement, with members of the public. These small-
group processes of public dialogue (or ‘mini-publics’ (Goodin and Dryzek 2006)) 
include consensus conferences, citizens’ juries, deliberative mapping, deliberative 
polling and focus groups (see Renn et al. 1995; Chilvers 2010).

In some countries, such as the UK, Denmark and the Netherlands, there 
appears to be a degree of commitment to the idea of democratic discussion 
about science, but it has often taken place in a context of political confusion 
and crossed purposes (Macnaghten and Chilvers 2012). Critics have argued that 
there are substantial methodological limitations that only serve to highlight the 
high cost of staging public discussions (Horlick-Jones et al. 2007; Rothstein 2007; 
Marris and Rose 2010). The risk is that these ‘technologies of elicitation’ contrib-
ute to a new technocracy (Lezaun and Soneryd 2007; also Rose 1999). Reviewing 
these activities in the context of nanotechnology, the Royal Commission on 
Environmental Pollution argued that there is a need to move away from large, 
one-off public engagement exercises towards an ongoing system of gathering 
‘social intelligence’ (Depledge et al. 2010).

Beginning with work on the Human Genome Project, emerging technologies 
have also seen new forms of engagement between the previously disparate disciplines 
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of ethics, law, science and social science. Following criticisms that the Ethical, Legal 
and Social Implications (ELSI) Research Program of the Human Genome Project 
was too far removed from the core science, social scientists and scientists have more 
recently begun to collaborate more intimately. The Socio-Technical Integration 
Research (STIR) project in the USA has introduced social scientists into a number 
of nanoscience laboratories with the dual aim of studying science in action and try-
ing to open up social and ethical reflection among scientists (Fisher 2007).

Reflexivity

Science should in principle have self-criticism at its core (Lynch 2000). It pro-
ceeds by questioning assumptions and is strengthened through scrutiny. But cul-
tures and practices of science are less good at asking themselves difficult questions 
about their broader ramifications. The disorganised scepticism of public debate 
is often shut out in an effort to protect the ‘organised scepticism’ described and 
advocated by Robert Merton (1973). One feature of the new experiments in 
public dialogue on science and technology is that they have forced scientists, 
innovators and institutions towards greater reflexivity. Reflexivity involves hold-
ing a mirror up to one’s own social, ethical and political assumptions and being 
mindful of commitments, aware of the limits of knowledge and conscious that a 
particular understanding of an issue may not be universal. Reflexivity becomes 
particularly important when scientific research engages with public and policy 
audiences.

In the context of science and innovation, where so much activity is driven 
from the bottom up by self-governing and self-motivated researchers, alternatives 
can be opened up by enhancing the ‘reflections of natural scientists on the socio-
ethical context of their work’ (Schuurbiers 2011, p. 769). But this is not to say that 
reflexivity can be straightforwardly defined (Lynch 2000), nor is it the responsi-
bility of individual scientists alone. There is a need for institutional (Wynne 
1993), second-order reflexivity (Schuurbiers 2011), in which often-unquestioned 
values and assumptions that shape science, innovation and their governance are 
themselves scrutinised. Unlike the private, professional self-critique that scien-
tists are used to, responsibility makes reflexivity a public matter (Wynne 2011a). 
Some areas of science policy, such as biobanking in the UK, are starting to see 
explicit recognition of the need for reflexive governance (Laurie 2011). It should 
be noted, however, that current incentive structures – research assessment, career 
progression, and peer review of grants and papers – press against public engage-
ment and reflexivity (Royal Society 2006).

Responsiveness

There is a range of processes through which questions of responsible innovation 
can be posed. Responding to these questions has, however, been less straight-
forward. New ways of doing public engagement, technology assessment, sci-
entific advice and foresight have led to more open, more engaged discussions 
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of new technologies. Initiatives such as constructive technology assessment  
(Rip et al. 1995), real-time technology assessment (Guston and Sarewitz 2002) 
and upstream engagement (Wilsdon and Willis 2004) have prised open a space 
in which new discussions might take place, but their achievements have been 
partial and short-lived. Connections back to systems of innovation and policy-
making themselves have been limited (Sciencewise 2010; Stilgoe et al. 2014).

Responsible innovation is necessarily responsive. Innovation can only claim 
to be responsible if it has the capacity to change shape or direction in response 
to public values. If not, then discussions are disingenuous. Responsiveness poses 
some big challenges for innovation, which is systemically stubborn. The history 
of technology tells us that innovation is ‘path-dependent’ and prone to ‘lock-in’, 
which can result in the triumph of bad technologies – the QWERTY keyboard 
being a classic example (David 1985). Changing direction is hard when corporate 
interests, political agendas, research capacities and technological standards serve 
to keep innovators on the same track. Scientists are likely to be personally and 
professionally invested in particular trajectories of research. Pellizoni (2004, p. 
557) calls responsiveness ‘an encompassing yet substantially neglected dimension 
of responsibility’. Its two aspects relate to the meanings of the word ‘respond’ – to 
answer and to react (Pellizoni 2004).

There is a tension in processes of science and innovation between tendencies 
to open up and close down options. Science habitually opens up new alternatives 
through questions, challenges and competition, but it can also close off options 
in the search for an ideal solution. A diversity of options, research portfolios 
and technologies can appear at first glance messy and inefficient. But, as in an 
ecosystem, diversity is an important feature of productive, resilient and adaptable 
innovation systems (Stirling 2007). Responsible innovation should not just wel-
come diversity; it should nurture it and scrutinise those patterns of governance, 
such as intellectual property regimes and technological standards that can act to 
close down innovation options. However, we should recognise that the ‘de facto 
governance’ (Kearnes and Rip 2009) of innovation is likely to follow ‘a logic of 
unresponsiveness’ (Pellizoni 2004, p. 558), meaning that responsibility is often 
dodged or postponed. Responsible innovation aims to make parts of this de facto 
governance more reflexive and more deliberate (following Fisher et al. 2006), 
such that opportunities for responsiveness can be made visible and acted upon.

Responsible innovation is a collective political responsibility (Grinbaum and 
Groves 2013) or co-responsibility (Mitcham 2003), shared by the various actors in 
the innovation system. Avoiding Beck’s (2000) ‘organised irresponsibility’ means 
identifying ‘second-order’ responsibilities (Illies and Meijers 2009), ‘meta-task’ 
responsibilities (van den Hoven 1998) or ‘meta-responsibilities’ (Stahl 2013). 
These are the responsibilities to anticipate and gain knowledge of possible conse-
quences and then to build capacity to respond to them to ensure that responsible 
choices can be made in the future. The first step towards responsible innovation 
is to make the system governable, described by some as responsibilisation (Shamir 
2008; Dorbeck-Jung and Shelley-Egan 2013). In legal terms, we might differenti-
ate between negligence, in which implications are unforeseen, and recklessness, 
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in which implications are anticipated but disregarded (Douglas 2009). With 
innovation, we might ask for improved anticipation as part of innovators’ due 
diligence. When it comes to emerging technologies such as geoengineering, we 
might therefore ask not just about the possible implications of technologies, but 
also, as ethicists have already begun to do (Gardiner 2010; Betz and Cacean 
2012), about the responsibilities we have to future generations to enable them 
to make relatively open choices. However, in doing so, we should not presume 
certainty about ethical implications, as has been the case for much literature on 
emerging technologies that we might label ‘speculative ethics’.

The trouble with speculative ethics

The front cover of the April 2013 issue of National Geographic magazine carried a 
picture of some animals that had been considered lost forever – a sabre-toothed 
tiger, a thylacine and a mammoth among others – emerging from a giant test tube 
(Zimmer 2013). The emerging technology under discussion was the use of recon-
structed DNA for ‘de-extinction’. The headline read ‘Reviving extinct species: 
We can, but should we?’ It is a headline that captures the spirit of, and the trouble 
with, what Alfred Nordmann has called ‘speculative ethics’ (Nordmann 2007). 
De-extinction is an idea extrapolated from laboratory techniques in cloning and 
synthetic biology research. Its popular appeal owes more to Jurassic Park than to 
any particular scientific breakthroughs. In 2009, researchers attempted to clone 
a Pyrenean ibex, a species that had become extinct just a few years earlier. An 
animal was born, via a goat that acted as its surrogate, but it died after just seven 
minutes because of organ failure, which is common in such clones. This has, so 
far, been the only animal brought back from extinction. We can conclude that 
we are some way away from the hyperbolic claim of the National Geographic that 
this is a technology ‘we can’ use.

Speculative ethics adopts without question particular imagined technologi-
cal futures and extrapolates their ethical implications. Following the Human 
Genome Project’s institutionalising of bioethics, we have seen each subsequent 
emerging technology acquire its own ethical analysis, from nanoethics (Allhoff 
2007) to neuroethics (Levy 2007) and, most recently, ‘big data ethics’ (Richards 
and King 2013). The focus of Nordmann (2007) is on nanoethics, which adopts 
a typical posture of speculating on what might happen ‘if’ particular technolo-
gies are brought into being (also see Hedgecoe 2010). Social scientists, lawyers, 
philosophers and scientists have all joined the speculative project. In doing so, 
however, they reify the rhetoric that is their starting point. They contribute to 
a narrative of inevitability in which the technology and its ethics justify one 
another even while one is positioned as critique. What begins as a ‘big if’ quickly 
turns into a ‘when’. In the meantime, a set of important short-term questions 
about how research should proceed is overlooked. The science itself is released 
from ethical scrutiny. One might legitimately argue that there is nothing intrinsic 
or unique to nanotechnology that means it deserves its own ethicists. Regardless, 
the growth of non-scientific analysis has been rapid. Looking at the patterns of 
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referencing among social scientists around nano, Shapira et al. (2010) have shown 
that while they begin by citing the scientific research, they quickly become self-
referential. We can already see a similar spiral of speculation around geoengi-
neering. The scientists justify their research because others are taking it seriously 
as a set of technological or policy options, and the social scientists, lawyers and 
philosophers join the maelstrom.

The rapid growth of scientific and ethical interest in synthetic biology has 
attracted criticisms that here too a spiral of speculative ethics is underway. Social 
scientists have begun to analyse and critique the growth of speculative ethics 
around synthetic biology, which, in the guise of highlighting concerns, serves 
to reinforce the potency of that technology (Marris and Rose 2012; A. Balmer 
and Bulpin 2013). Speculative ethics also reinforces the division of moral labour 
(Jones 2009) that hampers responsible innovation. Scientists increasingly rec-
ognise that emerging technologies are deserving of non-scientific attention. But 
speculative ethics leaves the science conveniently untouched. A recent article by 
a software engineer is typical of this view:

It’s important that geeks and suits and wonks get together and talk about 
these things . . . because geeks like me can do stuff like this, we can make 
stuff work – it’s not our job to figure out if it’s right or not. We often don’t 
know.

(Jim Adler, quoted in Zumbach 2013)

Some in the geoengineering community have echoed this view. For example, 
carbon capture researcher Greg Rau told a geoengineering email forum that ‘eth-
ics, economics, and politics should enter the equation once research tells us if we 
actually have any technically and environmentally viable options’.9

For most other geoengineering researchers, this separation is not yet so starkly 
assumed, but there is no shortage of speculation. Ethics, whether it is deontologi-
cal or consequentialist in flavour, tends to downplay the uncertainties of tech-
nological futures in its search for implications. As I discuss in Chapter 3, we are 
already seeing a mass of research on the consequences of geoengineering, inspired 
by ethics and economics. Even if we assume we can know these effects, their 
incommensurability undermines such calculations (Hamilton 2013, p. 160). 
David Keith’s point that ‘people aren’t discussing apples and oranges, they are 
talking about apples and oranges and Porsches and whales and moons’ (quoted in 
Tollefson 2010) applies not just to the diversity of geoengineering proposals, but 
also to the range of their possible ramifications.

Philosophers such as Michael Sandel take an alternative, communitarian 
approach to emerging technologies. In a prominent piece on human enhance-
ment, Sandel argues that the ‘fundamental question is not how to ensure equal 
access to enhancement but whether we should aspire to it in the first place’ 
(Sandel 2004, p. 52). The trouble is that such arguments still rest on a shared 
understanding of what the ‘it’ of enhancement is. Given the uncertainties and 
ambiguities surrounding emerging technologies, ethicists can provide useful 
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guidance, but they cannot predict the future shape of these technologies any 
more than scientists can. (A paper that verges on a caricature of speculative eth-
ics offers a consideration of human enhancement for environmental ends [Liao  
et al. 2012]. Hamilton [2013] takes such thinking more seriously than I would, but 
I share his concern that it seems indicative of a detachment from sensible ethical 
questioning.)

As I argued earlier, there is a clear need for improved anticipation in science 
and innovation, but this should be done with the aim of prompting thinking 
about present responsibilities rather than deferred impacts (Guston 2014). The 
aim should be to prepare for the unexpected by scrutinising, rather than enabling, 
the possibility of ‘taking hold of the future’ (Nordmann 2010, p. 10). A more 
urgent task for ethics, in conversation with science, is to provide a reality check 
and new forms of accountability on promises for emerging technologies (Fortun 
2005). Building an ‘ethics of promising’ (Fortun 2005) also means tackling the 
conditions that encourage such promises (Groves 2013; Simakova and Coenen 
2013).

Governing collective experiments

Geoengineering, in common with other emerging technologies, is talked about as 
being ‘risky’ (Kintisch 2010). It is a commonplace to suggest that new technolo-
gies introduce new risks, but the idea of risk can never fully capture society’s con-
cerns with new technologies. Describing geoengineering as risky is like describing 
human cloning or nuclear war in the same terms, which hardly captures the social 
context of these technologies. In many cases, new risks are not comparable with 
the old ones. To give a topical example, the risks of a self-driving car are qualita-
tively different – even if Google calculates them as quantitatively smaller – from 
the clear, high, well-understood risks of a car driven by a flawed human being. 
Crucially, many of the risks of new technologies are by definition not well under-
stood because of their novelty. We should therefore distinguish between risk and 
other types of uncertainty.

Alongside risk, we can place uncertainty, when hazards are known but prob-
abilities are unknown; ambiguity, when there is disagreement on the nature of 
the hazards; and ignorance, when there is no knowledge on which to assess either 
hazards or probabilities (Stirling 2010, following Wynne 1992). The tendency is 
for these more profound areas of ‘non-knowledge’ to be overlooked as policymak-
ers reduce governance questions to those of risk (Wynne 2005; Stirling 2010).

As with speculative ethics, conventional technology governance presupposes 
a strict division of labour between those who innovate and those who regulate. 
A constructive, more responsible form of innovation would bring these together 
in a form of ‘collective experimentation’, built on the recognition that innova-
tors always in some respects govern themselves and that policymakers are also a 
source of innovation.

The word ‘experiment’, like the word ‘innovation’, has come to mean almost 
anything its users would like it to – a generic, progressive byword to sell a new 
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activity, with the implied advantage that proponents need not be completely sure 
about the outcome. For our purposes, the meaning of the term can be tightened 
up a bit, but not so much that we restrict the flow of the argument later. An 
experiment, then, involves the deliberate use or observation of a system in which 
certain things are controlled in order to measure effects.

Historians of science have over the last few decades turned their atten-
tion back to experiments. Experimentation was central to the emergence 
of early modern science in the fifteenth and sixteenth centuries. Stories of 
Galileo and Newton are stories not just of great thinkers, but of experimenters 
engaging with the natural world in new ways, whether dropping things from 
towers or building powerful telescopes. Steven Shapin and Simon Schaffer 
(1985) have described the battle between Robert Boyle’s experimentalism and 
Thomas Hobbes’s natural philosophy in the seventeenth century as a disagree-
ment over the credibility of different forms of knowledge. A focus on material 
experiments brings the story of science that is populated by weightless ideas, 
lone geniuses and their ‘thought experiments’ down to Earth. Experimentalists 
may strive for what Schaffer (1989) calls ‘transparency’, the idea that the 
experiment itself is seen as unimportant when compared to the reliability 
of knowledge it is seen to produce. It is for this reason that experiments are 
often airbrushed out of history, like the scaffolding removed at the end of a 
building project. A popular account of scientific discovery may spotlight a 
singular experiment or piece of apparatus, but the production of knowledge 
demands more extensive infrastructure. ‘Experimental systems’ are a way of 
reducing complexity and controlling uncertainty. They are manifestations of 
what is known but designed to generate new surprises (Rheinberger 1997). 
For Rheinberger, ‘experimentation, as a machine for making the future, has 
to engender unexpected events’ (pp. 32–33). Failure and error are accepted as 
part of the process, although an experienced experimenter will seek to control 
their bounds.

A scientific experiment should require some degree of stability, control and 
reproducibility. In practice, scientific experiments rarely live up to this ideal. 
Replications are never replicas (Collins 1992), and, particularly in medicine or 
ecology, where humans or ecosystems form part of the apparatus, scientists find 
experimental control hard to maintain (Radder 2009). The interplay between 
idea and experiment can take many forms. Some experiments are ‘exploratory’, 
detached from a clear hypothesis, with a greater possibility of surprise. Scientific 
experiments, according to Hacking (1983), do not have to be preceded by 
theories.

Experiments involve things – instruments, apparatus, reagents, laboratories – 
and demand a degree of craft. In this respect, they blur the line between science 
and technology. Historians have shown the ways in which scientific research is 
shaped by the experimental technologies that scientists have at hand (Gooding 
et al. 1989). Experimental technologies give substance to, and so sustain  
(or ‘lock in’), particular ideas and forms of research.
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As well as depending on technologies, experiments are technological in 
another important sense. They go beyond neutral observation towards manipula-
tion, from ‘representing’ to ‘intervening’ in the material world (Hacking 1983). 
Passive observation and measurement can be contrasted with active experimen-
tation using instruments whose purpose is to create new phenomena or reproduce 
natural phenomena such as electricity or a vacuum in the laboratory (Hackmann 
1989). Habermas (quoted in Radder 2009) argues that experimentation turns 
science into ‘anticipated technology’. Experiments involve the ‘systematic pro-
duction of novelty . . . making and displaying new worlds’ (Pickstone 2000, 
pp. 13, 30).

Experiments, therefore, play a central role in technological innovation. 
Historical and philosophical studies of experiments suggest that their job is not 
just to generate knowledge, but also to cement the credibility of knowledge 
and communicate it beyond the immediate group of experimentalists. But the 
public role of experiments is problematic. They are typically private activities. 
Historians have to dig into laboratory notebooks and transcriptions to work out 
what really goes on inside experiments, while anthropologists spend time inside 
laboratories observing how the reality of experimental life differs from the tidied-
up reports in scientific journals (e.g. Latour and Woolgar 1979). Shapin describes 
how, at the time of Boyle, Hooke and the other experimentalists who would go 
on to constitute the Royal Society, there was a distinction between ‘trying’ an 
experiment, ‘showing’ an experiment and ‘discoursing’ upon an experiment. The 
trying – what we might consider genuine experimentation – allowed for the possi-
bility of surprise as part of an effort to get the experiment to ‘work’ in a repeatable, 
reliable way. Only once this was achieved could the experiment be shown and 
talked about in public (Shapin 1988a). Harry Collins (1988) gives a twentieth 
century case of a public experiment in which a train is crashed into a nuclear 
fuel flask to demonstrate the safety of the latter. The institutions involved were 
understandably unwilling to take risks with the outcome of such an experiment or 
with the clear public message it was designed to communicate. This ‘experiment’ 
was in reality a public display. The experimenters maintained a strict control over 
the uncertainties involved.

The second half of the twentieth century saw growing recognition that sci-
entific experiments could not be considered purely private. Since World War II 
the governance of scientific research has come to reflect social and ethical con-
cerns with experimentation involving humans and animals. Public outrage over 
Nazi medical research and the Tuskegee Syphilis Study led to codes of research 
ethics  – the Nuremberg Code (Nuremberg Military Tribunals 1949) and the 
Belmont Report (NCPHSBBR 1979), respectively – to protect the subjects of sci-
entific research. Research involving embryos, genes and stem cells has deepened 
the ethical debate. During the same period, there was growing recognition of the 
environmental and health hazards of industrialisation. Precautionary regulations 
(see Harremoës et al. 2001) have sought to prevent people from becoming unwit-
ting experimental subjects for uncertain foods and drugs.
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Technology as social experiment

Despite scientific attempts to maintain control of the idea and practice of 
 experimentation, experiments and experimental talk have become a common 
part of debates about the democratisation of science and innovation. Interest 
groups, expressing a sense of dehumanising powerlessness in the face of contem-
porary innovation, may invoke the idea that the public have become unwitting 
‘guinea pigs’ in a form of experiment. A recent French documentary has the title 
Tous Cobayes? (Are We All Guinea Pigs?) (Jaud 2012). Its poster depicts the two 
technologies that have become the focus of analysis and critique, particularly in 
Europe – nuclear power and genetically modified crops. In some cases, groups 
have sought to reclaim experimentation, even assuming the guinea pig label 
with pride (Weinstein 2001). But for most, the language of experiment is an 
expression of disenchantment with technology. John Gray (1999) sums it up like 
this: ‘The world today is a vast unsupervised laboratory, in which a multitude of 
experiments are simultaneously under way. Many of these experiments are not 
recognised as such.’

Much of the scholarly exploration of technology as a ‘social experiment’ was 
developed with reference to nuclear power stations. In 1972, technological fixer 
and nuclear enthusiast Alvin Weinberg admitted the limits of risk assessments 
for nuclear power:

There is no proof that every conceivable mode of failure has been identified. 
Because the probability [of a nuclear accident] is so small, there is no practi-
cal possibility of determining this failure rate directly – i.e., by building, let 
us say, 1,000 reactors, operating them for 10,000 years and tabulating their 
operating histories.

(Weinberg 1972, p. 211)

A few years later, a major accident at the Three Mile Island nuclear power station 
in Pennsylvania demonstrated the incompleteness of prediction, containment 
and control. Technology, in some cases, is ‘unruly’ (Wynne 1988); it simply does 
not do what it is told. In the decades since, there have been major accidents at 
Chernobyl and, most recently, Fukushima. These three ‘data points’ (to which 
we might add the 1957 Windscale fire; Wynne 2011b) would seem to constitute 
a rather small dataset, and each tells us different things about the problems of 
nuclear risk assessment (Pfotenhauer et al. 2012). One could add that the human 
cost of these accidents has been dwarfed by other technological disasters, such as 
the bursting of the Banqiao Dam in Henan, China, in 1975, which killed tens of 
thousands of people.10 But as Krohn and Weingart (1987, p. 52) describe, ‘Each 
nuclear power plant is its own test case. It may be categorized as an implicit experi-
ment, and its most revealing case is the accident.’ Nuclear power plants are sold 
as safe, but the complexity of the full sociotechnical system makes complete safety 
impossible. It is in this sense that Charles Perrow (1984) describes such accidents 
as ‘normal’. Although each accident may have unique details, we can point to 
shared systemic failings that characterise such incidents (see Perrow 1984).
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Sheila Jasanoff looks back on Perrow’s (1984) book and reveals its  astonishing 
prescience. In the three years following its publication, we saw disasters involving 
a chemical plant in Bhopal, a nuclear power station in Chernobyl, the Challenger 
space shuttle and the discovery of a new cattle disease, bovine spongiform 
encephalopathy, that would force a rethink of British science policy. According 
to Jasanoff (2003, p. 223), these crises ‘have served collective notice that human 
pretensions of control over technological systems need serious re-examination’. 
She explains that

risk . . . is not a matter of simple probabilities, to be rationally calculated by 
experts and avoided in accordance with the cold arithmetic of cost–benefit 
analysis. Rather, it is part of the modern human condition, woven into the 
very fabric of progress. The problem we urgently face is how to live demo-
cratically and at peace with the knowledge that our societies are inevitably 
‘at risk’.

(Jasanoff 2003, p. 224)

Ulrich Beck puts it like this: ‘given the indeterminateness of risk, existential 
experimentalism is unavoidable’ (Beck 2009, p. 5).

The financial crisis of 2008, about which Perrow (2010) also wrote, reminds 
us that not only have our sociotechnical systems continued to increase in com-
plexity and opacity but our institutions have got no better at comprehending 
the uncertainties that dramatically reveal themselves. The nuclear accident at 
Fukushima led Perrow (2011, p. 52) to conclude that ‘some complex systems 
with catastrophic potential are just too dangerous to exist, not because we do 
not want to make them safe, but because, as so much experience has shown, we 
simply cannot’.

Clearly, not everyone would agree with Perrow’s (2011) recommendation. 
Many would argue that the risks of nuclear power are socially acceptable, even if 
their calculation is problematic. But his conclusion that safety is illusory remains 
solid. Risk should never be the only criterion for assessing technologies. As 
Rayner and Cantor (1987, p. 3) put it, ‘While assessments of probabilities and 
magnitudes of undesired outcomes are essential to making engineering decisions 
about competing designs or alternative materials, they are largely irrelevant to 
societal technology choices.’

The experimentality of complex technological systems and their regulatory 
partners suggests a new way of thinking about governance, focussing not on risk 
but on the conditions for legitimate experimentation (van de Poel 2011). We 
might ask some of the following questions about technology-as-experiment: Who 
are the experimenters? Who are the subjects? Where does the experiment begin 
and end? What are the certainties? What are the uncertainties? What surprises is 
the experiment designed to generate? What about other surprises? What’s under 
control (in both the scientific and political senses)? How can it be stopped or 
reversed?

Recognising technologies as experimental should also demand ongoing moni-
toring and data collection, as well as capacity building to learn from and respond 
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to new findings. Such ‘technologies of humility’ (Jasanoff 2003) should demystify 
technology, forcing innovators to confront ‘the questions we should ask of almost 
every human enterprise that intends to alter society: what is the purpose; who will 
be hurt; who benefits; and how can we know?’ (Jasanoff 2003, p. 240). In some 
cases, where the stakes are known to be high and experience contains some hard 
lessons, some aspects of social experimentality are formally recognised in govern-
ance. With pharmaceuticals, for example, processes for credible experimentation 
through phases of animal and clinical trials are well established. Following con-
troversies over thalidomide and other drugs with side effects in particular sub-
groups, monitoring of medicines after they have been prescribed was stepped up. 
In the UK, the Yellow Card scheme has been a ‘technology of humility’ for the 
reporting of drug dangers.11 This was at first the privilege only of medical profes-
sionals but has now been extended to patients themselves (Stilgoe et al. 2006).

With genetically modified crops, the conditions for experimentation have 
been bitterly contested. The development and testing of crops in conditions 
that many scientists regarded as controlled was challenged by NGOs on the 
basis that such experiments could never be hermetically sealed from either the 
natural or political environments in which they were conducted. In a form of 
extended ‘experimenter’s regress’ (Collins 1992) field- and farm-scale trials that 
were expected to settle the debate only contributed to the controversy. Trials of 
genetically modified crops ‘entrenched’ a particular model of experimentation, 
only for public controversy to radically reframe the nature and purpose of the 
experiments, forcing additional responsibilities onto the experimenters (Levidow 
and Carr 2007; Bonneuil et al. 2008).

Brian Balmer (2004) narrates how, in a culture of Cold War secrecy, human 
bystanders to a biological weapons experiment on animals became unwitting par-
ticipants in it, redrawing the experimental system. Scientists’ loss of experimental 
control can be positive. Isabelle Stengers (1997) describes how participants in 
experimental psychology experiments may not be as pure and passive as expected. 
For Stengers, a ‘good’ experiment, in order to learn new things, should allow its 
subjects some room to misbehave.

Experimental government

The experiments that characterise corporate research and development (Thomke 
et al. 1998) have in some areas become more visible and more explicit as they 
leak out of the laboratory. Online services are subject to continual innovation. 
They remain ‘in development’ even while being in use. Google routinely runs 
experiments with its services, providing tweaked versions of websites to samples 
of users to gauge responses. Google also offers this ‘A/B testing’ as a service to 
other websites. In June 2014, Facebook ran such an experiment in which its users 
unknowingly had their news feeds tuned to reflect more or less positive moods 
to gauge what the researchers called ‘emotional contagion’. This experiment, 
unlike most corporate research and development, was reported in the open sci-
entific literature, allowing wider scrutiny of its ethical basis (Kramer et al. 2014). 
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There is little sign that such controversies will impede the growth of corporate 
experimentation.

In the public sector, meanwhile, experimentation is starting to be embraced 
by technocrats who have argued for ‘evidence-based policy’ but seen a prolif-
eration of value-laden ‘policy-based evidence’ (Stilgoe et al. 2006). The idea of 
extending scientific experiments into policy has attracted attention in the UK in 
recent years (Haynes et al. 2012). Some see this as a way to expand or purify the 
evidence base for policy (John 2013); others see the inherent unpredictability 
of a ‘predict and provide’ model (Owens 1995). This argument has a rich tradi-
tion. Some political scientists have called for trial-and-error policymaking (e.g. 
Wildavsky 1988) rather than wait-and-see precaution. This argument follows the 
line of social scientists who claim that because society and policy are themselves 
an experiment, social research and policy should themselves be deliberately 
experimental.

The Chicago School sociologist Robert Park (1929) regarded society, and 
Chicago in particular, as a laboratory. Sociologists such as Park recognised that 
pure experimental control was normally impossible and may, in cases where 
beneficial treatment or services are withheld, be unethical. Park’s predecessor 
in the Chicago School, Albion Small, wrote that ‘the radical difference is that 
the laboratory scientists can arrange their own experiments while we social sci-
entists for the most part have our experiments arranged for us’ (quoted in Gross 
and Krohn 1995). Donald Campbell, in making the case for an ‘experimenting 
society’ (Campbell 1969), further clarified the methodological implications of 
‘quasi-experimental’ research (Campbell and Stanley 1966). As Noortje Marres 
(2012) describes, advocacy for experimental (as a byword for ‘progressive’) forms 
of society has a strong tradition in political thought dating back at least to John 
Stuart Mill.

One evangelist for both private and public sector experimentation has argued 
that just as medical science proceeds with incomplete understanding and incom-
plete predictive power through randomised control trials, so social science should 
go the same way through ‘randomised field trials’ (Manzi 2012). Melinda Cooper 
makes the point that in vitro biological experiments will always be incomplete. 
A new pharmacological compound ‘needs to be ingested, metabolized and lived-
with, in order to prove its eventfulness’ (Cooper 2007, p. 2). An in vivo experi-
ment will reveal things and convince people that a test tube cannot. Manzi adds 
that the messy apparatus of social life multiplies the problems of prediction, so 
we should engage with uncertainty experimentally. We need not fully under-
stand the cause if we know the outcome we are looking for. Some areas of policy, 
such as international development, are already executing an experimental turn 
(see, for one prominent example, Duflo et al. 2013). Perhaps predictably, there 
have been suggestions that innovation policy should itself become more scientific 
through improved policy experiments (Bakhshi et al. 2011).

This trend could be taken to reflect humility in the face of social and political 
uncertainty. But it could equally be a new technocracy, the next step in the search 
for optimal, evidence-based policy. The enthusiasm for experimental government 
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hides a spectrum of opinion and a mass of tensions. There are those who argue for 
randomised control trials as the ultimate indicator of ‘what works’. Their aim is 
to narrow the control experiments in a search for the determinants of improved 
policy outcomes. Then there are those who argue, much as Wildavsky (1988) 
does, for truly adaptive governance as a process of ongoing learning. Recent state-
ments from Silicon Valley CEOs Peter Thiel and Larry Page reveal a desire for 
an extreme libertarian version of experimental government inside unregulated 
communities (based at sea in Thiel’s case).12

Experiments operate through the control of certain variables. As we will see 
later in this book, these variables become complex as humans and natural envi-
ronments are brought into the system. But there is another sense of ‘control’ 
exerted by experimentation that is no less important. The important question is 
who has the power to frame, design and learn from the experiment.

Democratising experiments

Experiments can be used to close down debates, within and around science, as 
well as open them up. We have seen with recent moves to broaden public dia-
logue on issues involving science that even these ‘technologies of democracy’ 
(Laurent 2011) can be more or less technocratic, depending on the bounds set for 
the experimental system (Stilgoe et al. 2014). Alexander Bogner (2012) points 
to the paradox that while the social experiment of innovation becomes more 
visible, the practice of public participation often seems to take place under strict 
laboratory conditions.

Nevertheless, a number of scholars argue that we need to turn the language of 
experimentation back on science itself. A group of prominent STS researchers 
followed Bruno Latour (1998) in calling for ‘collective experimentation’ (Felt 
and Wynne 2007) as an alternative to the ‘regime of technoscientific prom-
ises’ that currently characterises the governance of science and innovation. If 
‘an experiment is a question’ (Rosenblueth and Weiner 1945, p. 316), then col-
lective experimentation is about democratising the asking and answering of the 
question. According to Helga Nowotny (2005), non-scientists have convention-
ally been presented with the results of experiments as though they were custom-
ers in a restaurant. Now, she concludes, ‘we have to let the public also into the 
kitchen’ (Nowotny 2005, p. 20).

Collective experimentation means rethinking the scope of the experimental 
system. If we recognise that people beyond science are involved in and affected by 
both scientific experiments and the broader experiments of technological innova-
tion, we might argue for the inclusion of their perspectives in experimental design. 
If we are not quite at a situation where the whole world has become a laboratory 
(Latour 1999), we should at least question the temporal and spatial boundaries of 
experimentation (Davies 2010). Collective experimentation would value diversity 
and criticism as a source of resilience and variety, rather than dismissing dissent as 
‘anti-science’, as is often the case in technological controversies (Stirling 2010). 
Transposed onto university research, collective experimentation also implies the 
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mixing of disciplines previously considered separate, if not in competition. This 
book is the result of one process of mixing in which I have been involved, which 
has challenged some of the methods and conventions of social science.

Experimental methods

The conclusions I draw in this book are not based on neutral, detached observa-
tion. Over the four or so years that I have been involved with the geoengineering 
research community, I have participated in countless collective discussions, and 
my aim has been to shape and inform these discussions, as well as observe them. 
My research has therefore been an open-ended experiment in itself.

My involvement in geoengineering began as a staff member of the Royal 
Society’s Science Policy Centre. Though my major responsibilities lay in other 
projects, I sensed and began to share some of the growing fascination and ambiva-
lence of Royal Society fellows and staff as the institution conducted its study 
and prepared its report. My job was to be a policy adviser, not an ethnographer, 
so I have sought to reconstruct this story using interviews and public docu-
ments, which I report on in Chapter 4. After three years at the Royal Society, I 
became a researcher on a joint Economic and Social Research Council (ESRC)/
Engineering and Physical Sciences Research Council (EPSRC) project to develop 
a ‘framework for responsible innovation’ that could be used by EPSRC to better 
understand and govern emerging technologies. This project, created by Richard 
Owen from Exeter University and Phil Macnaghten from Durham, was prompted 
by concerns about synthetic biology, which were at the forefront of research poli-
cymakers’ minds in 2011. While I was working with EPSRC, the Stratospheric 
Particle Injection for Climate Engineering (SPICE) project, which I had been 
dimly aware of while at the Royal Society, began to cause some concern to its 
funders. SPICE became a test case for the responsible innovation framework that 
we were developing. EPSRC agreed that as part of their oversight of the SPICE 
project I should extend my remit to explore stakeholder opinion about its open-
air experiment. A further grant from the ESRC allowed me to deepen my collabo-
ration with SPICE and to focus on the geoengineering researchers’ own concerns, 
with the explicit aim of learning lessons from SPICE.

This accidental and gradual attachment to the world of geoengineering 
research raises methodological dilemmas that are becoming more familiar to STS 
researchers working in areas of emerging science and technology, despite being 
an older issue in sociology (Elias 1956). The STS discipline studies experiments, 
but it is also itself experimental. Enlightened scientists and policymakers have 
recognised that STS could be part of a renewal of science’s relationship with its 
publics. In the twenty-first century, people trained in STS often find themselves 
‘embedded’, alongside ethicists, industrialists and others, in various scientific 
efforts: research projects, advisory committees or teaching in university science 
departments. STS people have been granted unprecedented access, but as with 
embedded war reporters, this entails compromises (and prompts a suspicion that 
we are being kept away from the real action).
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Some STS researchers see their role as studied detachment from their object 
of study (scientists), while others examine, and occasionally pull, the strings con-
necting science to society, policy and politics. Using Steve Fuller’s (1993) dis-
tinction, subsequently developed by Sismondo (2008), we can say that the ‘high 
church’ of STS, tending to emphasise epistemology and focusing on esoteric sci-
ences, has ceded ground to the ‘low church’, a group that is less ashamed of engag-
ing in political debates. The UK, once the Vatican of high-church STS with its 
Strong Programme and Empirical Programme of Relativism, now has an STS 
congregation that is enthusiastically (if not evangelically) engaged in public and 
policy discussions about science, and the life sciences in particular. As Sismondo 
argues, these theological dividing lines have been overdrawn. Most STS people, 
despite their critical instincts, seem now to be relatively comfortable practising 
what Arie Rip (1994) calls ‘constructive constructivism’ (see also Newby 1992).

This is not to say that the relationship is easy. According to Brian Wynne 
(2006), the roles social scientists have been asked to play typically fall into two 
categories. Either we are asked to help mediate the relationship between scien-
tists and non-scientists, or we are asked to predict and explain the social impli-
cations of new technologies – either facilitators or soothsayers. In either case, 
to return to the experimental metaphor, social scientists are usually cast as lab 
technicians rather than as paid-up members of the research team. The growing 
desire among scientists to explore the ELSI aspects of their work has prompted a 
critique of the ‘ELSIfication’ of social science (Guston 2004).

One prominent martyr to ELSIfication has been the anthropologist Paul 
Rabinow, who joined a major multidisciplinary synthetic biology centre to 
lead its human practices strand. During his short tenure within this new set-up, 
Rabinow described his intentions and experiences in some depth. He saw his 
job as working with the scientists to ‘pose and repose the question of the ways in 
which synthetic biology is contributing or failing to contribute to the promised 
near future’ (Rabinow 2009, p. 304). His aim was to create new possibilities, to 
be a part of the innovation project itself, but others in the centre saw his role 
as predicting and mitigating the risks of synthetic biology. The disconnect here 
between the expectations of the social scientist and those of the scientists is stark.

Rabinow and his colleague Gaymon Bennett recount their personal and epis-
temological experiences with the language of experiment. They talk about exper-
imental ‘design’ and ‘equipment’, concluding that they ‘have been practising 
science in the broad sense’ and their experiment ‘must be considered a success’ 
(Rabinow and Bennett 2012, p. 1), even though their experiment found that true 
collaboration was all but impossible given the cultures of science they were work-
ing with. (One might question wonder whether they, as part of the apparatus, are 
able to adequately assess their own experiment, but this is a version of a common 
critique of ethnography.)

Nevertheless, there is much to learn from their experiment. Rabinow and 
Bennett draw attention to the distinction between cooperation, which employs 
a conventional division of labour, and collaboration, which ‘anticipates the 
likely reworking of existing modes of reasoning and intervention’ (Rabinow and 
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Bennett 2012, p. 6). Methodologically, this collaborative mode introduces  myriad 
complications, not least the morphing of social scientists from merely observers 
or ‘participant observers’ to ‘observing participants’. This ‘anthropology of the 
contemporary’ is unavoidably experimental (Rabinow and Bennett 2012, p. 46).

Rabinow and Bennett are critical of the conventional casting of ethicists in 
relation to science. They challenge the ways in which ethicists are expected to 
establish ‘moral “bright lines”’ (Rabinow and Bennett 2012, p. 4). As I discuss 
in this book’s conclusion, the need to move beyond this view of ethics is a cen-
tral part of the governance of emerging science and technology. My research 
therefore joins the efforts of others, many of whom are working in and around 
synthetic biology, to develop a post-ELSI social science (see also A. Balmer et al. 
2012) in which social scientists are part of the project of knowledge production 
rather than setting the rules for scientists to follow.

STS has perhaps taken its maxim of ‘following scientists around’ (Shapin 
1988b) too far when it comes to issues of public concern. With nanotechnology, 
it fell to an STS professor to tell the US Congress,

I would not advise you to pass a Nanoethicist Full Employment Act, sponsor-
ing the creation of a new profession. Although the new academic research in 
this area would be of some value, there is also a tendency for those who con-
duct research about the ethical dimensions of emerging technology to gravi-
tate toward the more comfortable, even trivial questions involved, avoiding 
issues that might become a focus of conflict.

(Langdon Winner, quoted in Fortun 2005)

By asking Congress to think differently about the role of social science in large 
scientific projects, Langdon Winner is also asking his fellow social scientists to 
think big, to not get stuck in scientific tramlines. But Winner’s argument is for 
studied distance, whereas I would agree with Mike Fortun (2005) that ‘cosiness’ 
in relationships between social scientists and natural scientists can be both valu-
able and productive, particularly in ‘promissory sciences like genomics, where the 
future is volatile and emergent’. Fortun (2005, p. 160) argues that STS should 
release its instincts of ‘suspicion, antagonism, opposition, conflict [and] distrust’ 
(see also Guston 2014). I see STS researchers at their most useful when they are 
focussing not on science as knowledge, but as experiment, with the experiment in 
question being as much social as technical. In high-profile new areas of science, 
where the ambitions are enormous and claims are hyperbolic, the experiment also 
encompasses the reorganisation of science. The machinery of governance, fund-
ing and regulation becomes part of the apparatus to be studied.

If geoengineering research is to proceed in a way that might be regarded as 
socially robust, we need to think very differently about it. As I describe in Chapter 
5, over the last couple of years, geoengineering experimenters have understanda-
bly sought to define a space in which they might operate with relative autonomy. 
They are interested in collaboration with social scientists and ethicists inasmuch 
as they are keen to know where the bright lines may be drawn. But the risk is that, 
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as we have seen with other emerging technologies, discussions that are initially 
open can close rapidly as money and researchers pour in. With geoengineering, 
STS has helped prise open an opportunity for the reimagining of science policy. 
An important experimental objective is to keep this space open.

My relationship with SPICE intensified over the life of the project. I began 
by collaborating with social scientists whose responsibility it was, on behalf of 
the project’s funders, to construct a new governance mechanism (the ‘stage-gate’ 
described in Chapter 5), which placed a substantial additional burden on the 
project team. The SPICE principal investigator, Matt Watson, had every right to 
be frustrated and defensive, but he chose instead to regard it as an opportunity for 
a new form of experimentation. As I began to interview stakeholders, the SPICE 
scientists and other geoengineering researchers, my presence at times met with 
confusion, but I felt as though I was moving from being an observer of SPICE 
to an appendage of SPICE and then to a member of SPICE. Geoengineering 
researchers are used to having social scientists hanging around. But some of them 
were bemused that I chose to stay for scientific discussions rather than just discus-
sions of ‘geoengineering governance’. My response was that I was interested in 
the scientific bits of geoengineering rather than just the social. To their credit, 
most of the scientists took little issue once they had realised they had become the 
objects of my study.

It has helped that SPICE itself was a mixed bag of scientists, with almost a 
full range of views on the merits of geoengineering. I became SPICE’s critical 
friend, or friendly critic, to better configure my approach and my job, legitimating 
discussions that were already happening within the team as much as introducing 
new ones. I began, as social scientists often do in the company of scientists, with 
an assumption that I was relatively powerless. However, as SPICE’s technical 
experiment was revealed to be unavoidably social, my interviews and conversa-
tions became an exchange of views rather than a conventional social scientific 
extraction of views. When I began to write and speak about SPICE in public, 
the SPICE team rightly held me to account for my errors and misunderstandings. 
They asked whether my social science was playing by the rules I was proposing 
for responsible science and innovation. It became clear that I hadn’t clarified my 
own aims or expectations to the scientists as our relationship had developed. I 
would agree with one SPICE scientist who described how this messy situation had 
produced an interesting outcome:

‘The classic complaint I hear from social scientists is that scientists think social scien-
tists are just there to communicate the research and that’s certainly not been our rela-
tionship with social scientists . . . our relationship with the social scientists involved 
in the project will change over time . . . I think if you’d started off with a classical 
relationship between social scientists and scientists, I think you might have ended 
up in a different place, whereas I think this way round actually you will probably 
eventually end up in the perfect place, which is people truly thinking in an interdis-
ciplinary fashion.’
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Although it starts with SPICE, my research speaks beyond the particular  project 
to the small but growing world of geoengineering research, and beyond that to 
offer insights into politicised science and emerging technologies in general. But 
my assumption throughout is that it is necessary to engage with the practice 
of scientific research rather than just abstract geoengineering hopes and fears. 
Geoengineering is an area where social scientists have no monopoly on critical 
reflection, just as science has no monopoly on enthusiasm. This is not an area 
in which science can be juxtaposed against society in any straightforward way. 
There is more disagreement among scientists than between scientists and the 
outside world, but the quiet ambivalence of some researchers is often drowned 
out by the louder certainties of their more prominent colleagues. As my research 
has progressed, my main objective has moved from one of bringing critique to 
geoengineering research towards one of drawing out the critiques within geoen-
gineering research.

In the chapters that follow, I describe some of my observations – I hesitate to 
call them experimental results – with a focus on the experimentality of geoengi-
neering. My aim is to keep open, and in some cases to prise open, understandings 
of what geoengineering is, what constitutes an acceptable geoengineering experi-
ment, and who should and shouldn’t be involved.

Notes

 1 The details of this story come from Jerry Garrett (2008).
 2 Data from the US Department of Energy, Vehicle Technologies Office.  

Available online at http://www1.eere.energy.gov/vehiclesandfuels/facts/2009_fotw 
577.html (accessed 18 July 2013).

 3 From the introduction to the novel Crash (Ballard 1995).
 4 Figure taken from the World Health Organization. Available online at http:// 

www.who.int/gho/road_safety/mortality/traffic_deaths_number/en/ (accessed 8 July 
2014).

 5 Latour and Venn (2002) give the example of a desk whose drawers can’t be opened 
simultaneously. Anyone who has had a full filing cabinet tip over might understand 
why. But in the context of Latour and Venn’s particular usage it remains a mystery.

 6 See, for example, the Lund Declaration (Svedin 2009).
 7 Barbara Adam and Chris Groves (2011) use the phrase ‘structural irresponsibility’.
 8 Eric Drexler, Foresight Institute briefing, 1988.
 9 Greg Rau, email posted to the Geoengineering Google Group, 14 May 2013.
10 This case is mentioned in ‘Geek Power?’, a blog post by Richard Jones (2012).
11 http://yellowcard.mhra.gov.uk (accessed 10 July 2014).
12 Larry Page told a Google conference in 2013 that ‘there’s many, many exciting 

and important things you could do that you just can’t do because they’re illegal, or 
they’re not allowed by regulation, and that makes sense, we don’t want the world 
to change too fast. Maybe we should set aside a small part of the world . . . ’ (Yarow 
2013). Meanwhile, the director of Thiel’s Seasteading Institute says their aim ‘is 
to open a frontier for experimenting with new ideas for government’ (Miles 2011, 
p. 2).
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3 Rethinking the unthinkable

As discussed in the previous chapters, geoengineering is an idea rather than a 
technology. It is impossible to write a definitive history of an idea, particularly 
an unattractive idea whose spread has been limited by a degree of scientific self-
censorship. The histories that geoengineering is already adopting for itself are 
tied to particular futures, emphasising aspects of continuity and disconnection to 
draw particular lessons. There are two major versions of geoengineering history. 
The first is the story adopted by many researchers working on geoengineering. 
It is a story of a dangerous idea that was for many decades shrouded in a taboo. 
Geoengineering was seen by many scientists as off-limits because of its associa-
tion with Cold War technological utopianism and a widespread political com-
mitment among climate scientists at the end of the twentieth century towards 
mitigation of greenhouse gas emissions as the only viable approach to climate 
change. With the demonstrable failure of this policy approach, the story goes, 
the taboo became unsustainable and was eventually lifted by the publication in 
2006 of a paper by Paul Crutzen. The contribution of this Nobel laureate is seen 
as moving geoengineering from the fringes into the mainstream of science and 
policy discussion. This history is one of disjuncture.

The second story we can tell about the rise of geoengineering is more prob-
lematic and invites a different debate about the responsibilities of scientists. This 
story has no sharp disconnect between climate science and geoengineering. It 
sees ideas about geoengineering running throughout the post-war history of cli-
mate science, and it ties the recent rehabilitation of the idea to the scientism 
of hybrid constructions such as ‘planetary boundaries’ and the ‘Anthropocene’. 
From this perspective, the idea of engineering the climate is merely the next step 
along a road towards greater prediction in climate science and greater control of 
the ‘experiment’ of climate change.

The history of disjuncture forms part of the current rhetoric of geoengineering 
research. It has been written and adopted by the scientists who have been most 
involved in the recent renewal of enthusiasm. David Keith tells how ‘for decades 
a de-facto taboo against serious work on geoengineering discouraged quantita-
tive work; little was done. Paul Crutzen’s 2006 paper arguing for geoengineering 
research broke that taboo’ (Keith 2013, p. 92). The story is one of revelation. 
A set of technical possibilities was announced to the world by a scientist, Paul 
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Crutzen, who could not be ignored. As we will see later in this chapter, 2006 does 
indeed seem to mark a turning point in geoengineering research. But the empha-
sis on this moment – a sudden awakening of scientific realisation that climate 
control was possible – as the starting point for the current phase of geoengineer-
ing research obscures a more complicated history.

The major historical work to draw longer lines of continuity, James Fleming’s 
(2010) Fixing the Sky, tells a story of geoengineering as a scaling-up of the ambi-
tions of the ‘rainmakers’, early weather modification salesmen whose ideas had 
little scientific basis and little hope of success. Fleming overstates the scientific 
links between weather and climate modification, but his message is that geoen-
gineering repeats many of the patterns of hubris shown around past technologies 
and risks repeating those mistakes if the moral and practical lessons of history are 
ignored.

Fleming’s book follows an earlier attempt to historically situate geoengineer-
ing, by David Keith (2000). Although Keith in later talks and writings leans 
more towards the story of disconnect, his 2000 piece provides a history as both 
observer of and participant in what was then a very small world. He draws lines 
of continuity with weather modification schemes in the USA and the USSR, 
speculation about terraforming other planets, and contemporary climate policy. 
Keith has become the most prominent spokesperson for geoengineering research, 
in part because of his length of experience – he claims to have produced the first 
proper assessment of geoengineering proposals in 1992 (Keith and Dowlatabadi 
1992) – but he also claims broad coverage of different areas of expertise, including 
science, engineering and public policy.

The idea of taking control of and taking responsibility for the climate is not as 
clear-cut as the history of geoengineering-as-taboo would suggest, nor is its herit-
age just in the aberrant ambitions of the rainmakers who would seek to control 
local weather. In explaining the emergence of geoengineering, we should also 
look at more conventional twentieth-century science. The growth of Earth sys-
tem science and its connections with policies and practices ranging from weather 
forecasting and carbon markets to insurance and biodiversity offsetting make it 
easy for scientists to argue that humans are already, in some respects, responsible 
for the climate. With this realisation, the step to geoengineering does not seem so 
vast. The histories of geoengineering and conventional climate science are more 
entwined than many climate scientists would admit. Geoengineering has been 
made ‘thinkable’ not just by the removal of an informal taboo but also by decades 
of environmental science that had increased the confidence of scientists in under-
standing the relationship between humans and the climate. This has important 
implications for scientific responsibility. Understanding this more complicated 
history puts climate science and climate models back into the emerging technol-
ogy of geoengineering, rather than detaching them.

If we are considering the responsibilities of scientists within and around geo-
engineering, we should ask how geoengineering, previously considered beyond 
the pale, started to become normal. How have the technologies under considera-
tion become stabilised, even though they are still imaginary? How have particular 
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questions of governance and ethics emerged as important? If we are interested in 
exploring a democratic approach to geoengineering, we should take an interest 
in how geoengineering has become, according to Dilling and Hauser, ‘a highly 
technical issue’ that ‘discourages entry and dialogue by non-specialists’ (Dilling 
and Hauser 2013, p. 556). As geoengineering has become a research agenda, cer-
tain questions have emerged as hugely important, and others have been shut out.

In this chapter, I look at some of the stories told about the origins and devel-
opment of geoengineering to examine some assumptions and tensions within 
contemporary geoengineering research. I look at some important developments 
in the interplay of climate science and politics in the late twentieth century and 
consider how motivations of scientific understanding have become entangled in 
those of scientific control. I conclude by asking whether it would be possible or 
desirable to unthink the idea of geoengineering.

Knowing the climate; making the climate

Contemporary life sciences blur the distinction between understanding and 
intervening (Nowotny and Testa 2010). Biotechnology and the biosciences are 
now intertwined such that, especially with the turn towards synthetic biology, 
‘to know life, is to remake life’ (Nowotny 2007). With respect to the climate and 
geoengineering, scientists have taken pains to separate knowledge from control, 
but this distinction is a relatively recent one. A look back at the early history of 
climate science reveals greater ambition.

The idea of planetary climate control has captured the scientific imagination 
since before weather systems were well understood. As Zach Horton (2014) has 
described, Francis Bacon imagined weather control being an important part of the 
activities of ‘Salomon’s House’ – his utopian scientific institution. J. D. Bernal, 
who was, among his other talents, a founding father of science policy scholarship, 
wrote in his 1939 book The Social Function of Science that

it will no longer be a question of adapting man to the world but the world to 
man. For instance, the present Arctic with its wastes of tundra, glacier, and 
sea ice is a legacy of the geological accident of the Ice Age. It will disappear 
in time, leaving the world a much pleasanter place, but there is no reason 
why man should not hasten the process. By an intelligent diversion of warm 
ocean-currents together with some means of colouring snow so that the sun 
could melt it, it might be possible to keep the Arctic ice-free for one summer, 
and that one year might tip the balance and permanently change the climate 
of the northern hemisphere.

(Bernal 1939 [2010 edn], pp. 379–380)1

In the immediate aftermath of World War II, scientists sought to modernise 
meteorology (Harper 2008). Central to this project was John von Neumann, 
who wanted a mathematical theory of general circulation that would, enabled 
by computers, allow for prediction and then control. Kristine Harper quotes von 
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Neumann arguing for ‘the first steps toward influencing the weather by rational, 
human intervention . . . since the effects of any hypothetical intervention will 
have become calculable’ (von Neumann, quoted in Harper 2008, pp. 4–5). While 
few meteorologists would have publicly endorsed von Neumann’s aim, Harper 
describes how their science was driven forward not just by fascination with the 
complexity of the environments but also by urgent operational requirements from 
weather forecasters, fuelled by the military, the transport industry, insurers and a 
growing public appetite.

The ideas of climate control in circulation during this time were extensions 
of previous weather-modification proposals (Fleming 2010). The idea was to find 
a lever that would allow for what von Neumann called ‘jiggling’ of the planet. 
In the 1960s the term ‘geoengineering’ started to be used in relation to the cli-
mate, rather than just conventional land-based engineering. Lloyd Berkner, one 
of the driving forces behind the 1957–8 International Geophysical Year, wrote 
in 1962 about what he called ‘applied geoscience, which might properly be called 
geoengineering’:

The explosive development of geoscience in the past decade bids us look for 
an equally explosive advance in geoengineering. Man is becoming aware of 
the controls and adjustments that can be exercised with respect to the envi-
ronment in which he must exist. Out of our new geoscience will emerge a 
most extensive series of engineering applications of very general importance.

(Berkner 1962, p. 2182)2

For Berkner, these engineering applications relate to weather forecasting, radio 
waves, ballistics and sonar, but he leaves open the possibility of various others 
relating to aspects of the Earth (in addition to other planets and moons), its 
environment and space. It was not until the 1970s that ‘geoengineering’ came to 
acquire something like its current usage (see Marchetti 1977).

In 1966, a study from the US National Science Foundation on weather and 
climate modification described the fundamental asymmetry of mankind’s con-
test against the weather. Estimating the amount of kinetic energy involved in 
various atmospheric subsystems, from tornadoes and thunderstorms up to the 
northern hemisphere’s general climatic circulation, the Special Commission on 
Weather Modification concluded that it makes little sense to attempt to play the 
weather at its own game (NSF 1966). So the commission turned its attention 
to the instabilities inherent in weather and climate systems that might suggest 
‘triggering’ opportunities for changing the weather and climate. Importantly, the 
commission used the term ‘modification’ to include both inadvertent changes to 
the atmosphere through pollution and deliberate intervention.

This report’s gestation overlapped with Edward Lorenz’s development in the 
1960s of chaos theory, popularised as the ‘butterfly effect’. Lorenz’s work would 
reveal the extent to which weather could be altered by tiny changes, and it would 
subsequently be used to justify the ambitions of weather modifiers such as Ross 
Hoffman, who advocated ‘steering hurricanes’ away from centres of population 
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(Fleming 2010, p. 197). Lorenz’s work came too late to influence the  commission 
(indeed, the only mention of ‘chaos’ in the report relates to the sociopolitical 
implications of granting property rights over water in the atmosphere [NSF 
1966, p. 103]). But the idea of taking advantage of the instability of weather was 
central to the report’s conclusions. Less than a year before, Lyndon Johnson’s 
President’s Science Advisory Committee, in its report Restoring the Quality of Our 
Environment, had diagnosed the carbon dioxide problem and suggested climate 
modification as the only sensible response (PSAC 1965).

Joseph Fletcher from the RAND think tank published a report in 1968 on 
climate change that included an argument for research into, and subsequent con-
trol of, climate. Fletcher assumed that growing scientific understanding of the 
climate would inevitably ‘trigger an avalanche of “climatic experiments” testing 
the predictions of the improved theory of climate’ (quoted in Fleming 2010, p. 
239). Fletcher developed the idea of climate ‘triggers’ from the National Science 
Foundation (1966) report. The strategy he presents is linear:

It is convenient to think of progress toward climate control in four stages – 
observation, understanding, prediction, and control. We must observe how 
nature behaves before we can understand why, we must understand before 
we can predict, and we must be able to predict the outcome before we under-
take measures for control.

(Quoted in Fleming 2010, p. 240)

Fletcher went on to bemoan the ability of the climate models of the time to per-
form this task of prediction, but argued that they would be up to the job by 1973 
(Fleming 2010, p. 240).

Contemporary geoengineering researchers might respond that Fletcher’s and 
von Neumann’s ambitions were quashed by some important realisations, namely 
that climate science soon revealed the climate to be less predictable than assumed 
and that American military-industrial techno-optimism could not survive the end 
of the Cold War. But the ambitions of this generation of cold warriors continued 
through people like Edward Teller and Lowell Wood. Teller, the ‘father of the 
hydrogen bomb’, was a Hungarian émigré who had joined the Manhattan Project 
before setting up the Lawrence Livermore National Laboratory after World 
War II. Lowell Wood, also a physicist, joined Teller at Lawrence Livermore in 
the 1960s and 1970s. They worked together on military projects, including the 
Strategic Defense Initiative (‘Star Wars’) and geoengineering projects.

The atomic bombs dropped at the end of World War II were discussed and 
developed in secret. The hydrogen bombs that followed were more openly 
debated among scientists (Galison and Bernstein 1989). Technical and moral 
arguments divided scientists. Those in favour of the bomb, such as Teller (Steven 
Shapin [2002] notes that Teller ‘never saw a new type of nuclear weapon that 
he didn’t like’), broadened their arguments to sell the technology to their scep-
tics. The power of hydrogen bombs was pointed to peaceful ends in Eisenhower’s 
Project Plowshare. Teller, for his part, proposed schemes such as Project Chariot, 
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in which the coastline of Alaska would be granted a new harbour through the 
pinpointed explosion of up to six enormous bombs.

Alongside research into martial weather modification (Fleming 2010), grow-
ing scientific knowledge at a planetary scale prompted the development of ‘syn-
optic’ weapons (Hamblin 2013). In the late 1950s and early 1960s, the USA 
and the USSR both attempted to understand the Van Allen belt surrounding 
the Earth by disturbing it with high-altitude hydrogen bomb explosions. The 
US effort, Project Argus, was dubbed the ‘greatest experiment of all time’ by the 
scientists involved (Hamblin 2013, p. 122). Prefiguring later scientific concerns 
about geoengineering, astronomer Bernard Lovell responded to Project Argus 
that ‘no government has the right to change the environment in any significant 
way without prior international study and agreement’ (quoted in Fleming 2012). 
This blend of experimentation and aggression was curtailed by the 1963 test ban 
treaty and by the Environmental Modification Convention (ENMOD) in 1978.

The weapons researchers of the Cold War sought new uses for their tools to 
meet the new geopolitics. Research on weather modification during the Vietnam 
War, which prompted the ENMOD treaty, was redeployed against the global 
target of climate change. What were previously explicit intentions – to change 
local weather – became mere side effects, for scientific assessment and mitigation, 
of the grander plan. In some cases, unintended consequences such as effects on 
crops were sold as positive externalities. Around the turn of the millennium, 
Teller, Wood and their colleague Roderick Hyde published a pair of reports ana-
lysing the prospects for solar radiation management (SRM), concluding that it 
would pose economic benefits and minimal risk (Teller et al. 1997, 2002). By 
2002, as Hamilton (2013, p. 128) narrates, the technological hubris of these 
authors is quite breathtaking.

As I will describe, the rehabilitation of geoengineering research required sci-
entists to create some distance between themselves and these Cold War charac-
ters. Hamilton (2013) argues that Cold War culture still has a strong influence on 
geoengineering research. But we should recognise, however, that the characters 
involved are, in the main, very different. Much recent geoengineering research 
emanates from scientists who had associations with nuclear disarmament and 
peace movements. Echoes of macho hubris still enter geoengineering discussions. 
Early geoengineering speculation was justified in much the same way as a lot of 
Cold War research – the enemy may be thinking of it, so we should too. Now 
the military posturing is gone, but geoengineering research still has a blend of 
‘offensive’ and ‘defensive’ justifications (see Dando et al. 2006 in the case of bio-
logical weapons). However, the story of geoengineering as a Cold War hangover 
is partial at best. Understanding the emergence of geoengineering requires closer 
engagement with mainstream science and science policy.

Climate science and climate politics

In December 2009, negotiators from the countries of the United Nations met 
in Copenhagen to tackle climate change. According to the plan agreed in Bali 
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in 2007, a new framework for a concerted global approach to the mitigation of 
climate change, to start in 2012, would be agreed at the meeting, but few were 
optimistic. A few weeks before, email and documents hacked from a server at the 
University of East Anglia’s Climate Research Unit had been circulated among 
climate change sceptics. These had been offered as evidence of a scientific cover-
up. The episode, which came to be known as Climategate, added to the fevered 
atmosphere among scientists and environmentalists with long experience of the 
climate debate.

There were hopes that the Copenhagen meeting would produce a legally bind-
ing contract, with a substantial budget attached, to replace the Kyoto Protocol. 
Instead, we got the Copenhagen ‘Accord’, a wispy agreement. This was diplomat-
ically sold to the world by UN Secretary-General Ban Ki-moon as an ‘essential 
beginning’, but those close to the process recognised that it marked the end of a 
disastrous set of negotiations.

These negotiations took place at a difficult time, in the middle of a long and 
deep global recession during which many countries quietly moved environmen-
tal sustainability down their lists of priorities as they concentrated on economic 
recovery and growth. Ironically, this recession achieved what no policy measures 
had managed over the previous three decades: a reduction in the rate of carbon 
dioxide emissions. For exasperated scientists and environmentalists, Copenhagen 
provided further cause for despair, if not the final straw. Martin Rees, then presi-
dent of the Royal Society, captured the mood, saying ‘As a global community, we 
now move one step closer to a humanitarian crisis, where those least able to adapt 
will be worst affected’ (quoted in ENS 2009). The sort of fatalism that character-
ises our attitude to the weather (particularly in Britain) descended over climate 
scientists as they observed the inadequacies of international policymaking.

Given the complexity (or ‘wickedness’; Rayner 2012) of global climate change 
as a policy issue, a cynical political analyst might express surprise that it has risen 
up political agendas at all. Climate change became an important feature of US 
and European politics in the 1980s, due in part to the political entrepreneurship 
of some prominent climate scientists. Governments and scientific institutions 
had until this point been relatively relaxed about, or merely interested in, the 
changing climate (Edwards 2001). The policy responses that followed were the 
result of a particular framing of the issue (Sarewitz and Pielke 2000). Scientists 
and environmentalists coalesced around the need for cutting greenhouse gas 
emissions. However, the often-overlooked policy response was to turn the issue 
into a scientific one with substantial investments in scientific research. This set-
tlement suited both scientists, who were eager to narrow the uncertainties in 
their models, and policymakers, for whom it provided an excuse for inaction 
(Sarewitz and Pielke 2000).

Some, including fossil fuel companies and those on the political right that 
accepted the reality of anthropogenic climate change, tried to sever the link 
between the problem of climate change and what they saw as an ideological 
crusade. Mitigating and adapting to climate change was, for some, an ‘engi-
neering problem’ with ‘engineering solutions’.3 One can see how the move to 
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geoengineering as just another ‘straightforward engineering problem’ (Levitt and 
Dubner 2010) becomes relatively frictionless. The wider point is that, along with 
the scientising of the problem of climate change, we are seeing a growing scientis-
ing of its suggested solutions.

Climate change as experiment

The science of climate change predates its political significance by decades. The 
idea of planetary experimentation runs through this history, although its mean-
ing shifts over time. Scientists initially saw climate change as a profoundly inter-
esting natural experiment. Later, however, the idea of experimentation is used to 
highlight the uncertainties, surprises and responsibilities that come as humanity’s 
role is elucidated.

In a 1939 paper on the composition of the atmosphere through the ages, the 
British amateur scientist Guy Callendar described carbon dioxide emissions as a 
‘grand experiment’ (Harper 2009). In the late 1950s, Roger Revelle, who would 
go on to influence Al Gore’s climate activism, claimed that ‘human beings are 
now carrying out a large scale geophysical experiment of a kind that could not 
have happened in the past nor be reproduced in the future’. According to Spencer 
Weart (2008, p. 29), this was not a political point, but a scientific one. Revelle 
was intensely interested in what was happening to the planet (Weart 2008). He 
proposed a monitoring station on Mauna Loa in Hawaii to keep track of atmos-
pheric carbon dioxide (Edwards 2001), which has in the years since produced 
the ‘Keeling curve’, charting the climb towards 400 parts of carbon dioxide per 
million in the atmosphere by 2014.

The language of experimentation reinforces both political and scientific argu-
ments. Laboratories and experiments are also invoked to emphasise the need 
for both scientific understanding and scientific control of the grand experiment. 
Climatologist Stephen Schneider, in making the case for Earth systems science 
in a book called Laboratory Earth, repeats the conventional argument that ‘much 
of what we do to the environment is an experiment with Planet Earth, whether 
we like it or not’ (Schneider 1997, p. xiv). This in his view makes it irresponsible 
to ignore our new powers of prediction: ‘It is no longer acceptable simply to learn 
by doing. When the laboratory is the Earth, we need to anticipate the outcome 
of our global-scale experiments before we perform them’ (Schneider 1997, p. xii, 
italics in original).

Schneider, like many climate scientists, expresses exasperation at the lack of 
international action to mitigate climate change. Pointing to what he regards as 
the relatively minor uncertainties inherent in current understandings of climate, 
he concludes that regardless of any substantial political action, ‘Laboratory Earth 
continues to grind out the answer – experimentally . . . a transient experiment’ 
(Schneider 1997, p. 88).

For Schneider, the experimental condition of the planet is an argument for 
action, but not for a technological fix. Schneider was, before his death in 2010, 
a prominent critic of geoengineering. Similarly, Al Gore (2009) argues against 
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geoengineering by saying that ‘we are already involved in a massive unplanned 
planetary experiment . . . We should not begin yet another.’ But for others this 
sort of analysis easily leads towards geoengineering. Our growing knowledge of 
the planetary experiment leads some to conclude that geoengineering is accept-
able or even humanity’s responsibility. James Lovelock (in Fleming 2010, p. 228) 
has argued that ‘we became geoengineers soon after our species started using 
fire for cooking’. For Stewart Brand (2010), geoengineering is a mere extension 
of gardening. Brand’s slogan at the start of his Whole Earth Catalog in 1968 – 
‘We are as gods and we might as well get used to it’ – soon morphed into ‘We 
are as gods and we might as well get good at it’ for later editions of the book. 
T. Nordhaus and Shellenberger (2007, p. 135), in their critique of an environ-
mental ‘politics of limits’, produce a challenge for ‘post-environmental’ politics: 
‘The issue is not whether humans should control Nature, for that is inevitable, 
but rather how humans should control natures – nonhuman and human.’ In 
2013, Nordhaus and Shellenberger’s Breakthrough Journal published a piece argu-
ing that it is time to ‘embrace geoengineering’, as though it were an off-the-shelf 
technology (McInnes 2013).

According to Bruno Latour (1999, p. 43), ‘for the world to become knowable, 
it must become a laboratory’. More recently, Latour (2013) has concluded that 
the changing climate is a ‘laboratory in which the experimenters are imprisoned’. 
One might imagine that the problem of climate change demands a variety of 
experimentation and innovation in politics, civil society and business, as well 
as science and technology. But climate change has instead become depoliticised 
(Badiou 2008, p. 139). We have been paralysed rather than scared into action 
(Beck 2010). The adage is that ‘climate is what you expect; weather is what 
you get’, but as our everyday meteorological experience gets subsumed under an 
overarching global science, ‘gradually, weather has become climate’ (Urry 2011, 
p. 18). The search for a global and direct solution, informed by universal scientific 
understandings, has overshadowed local actions that may tackle climate change 
in orthogonal ways. The construction of climate change as a scientific and politi-
cal experiment has in turn put enormous pressure on scientists and their tools.

Climate models have come to attain huge importance in climate science and 
climate policy as a simulacrum of the present and future world. But their apparent 
political weight belies the weightlessness that makes them scientifically attrac-
tive. They are, as Johann Feichter argues, a virtual reality as well as a ‘virtual 
laboratory’ (Feichter 2011, p. 216). The data and observations of climate science 
are necessarily incomplete, but the models allow scientists to construct workable 
worlds with which to experiment.

In the eighteenth and nineteenth centuries, meteorology was a ‘descriptive sci-
ence’ (Gramelsberger and Feichter 2011) or, as physicist Theodore von Karman 
called it, a ‘guessing science’ (quoted in Harper 2006). The twentieth century 
saw the introduction of thermodynamics and hydrodynamics into meteorology, 
along with the computing power to construct the first general circulation mod-
els of the global climate. But these theoretical developments needed testing. In 
the absence of a real world accessible on the required geographical and temporal 
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scales, computer models became the site for meteorological ‘experiments’. In this 
way, meteorology could start living up to the dream of Vilhelm Bjerknes that it 
would become a ‘physics of the atmosphere’ (Gramelsberger and Feichter 2011), 
able to predict the weather as accurately as the movements of the planets.

Since the 1970s, layers of resolution and complexity have been added to cli-
mate models. First, models of the land were appended to those of the atmosphere. 
The oceans and sea ice were added in the 1990s. More recently, aerosols and the 
carbon cycle have been included (IPCC 2001). The current enthusiasm is for 
‘Earth system models’ that include air chemistry and plants and ‘integrated assess-
ment models’ that introduce humans, with consideration of economics, technol-
ogy and other factors. These have allowed economists to calculate, with no small 
controversy, economically ‘optimal’ levels of atmospheric carbon dioxide (e.g. 
W. D. Nordhaus 2007).

As climate science has become intertwined with climate politics, climate 
model experiments have been called on not just to represent the climate, but 
to project likely climates under different scenarios. So the level of atmospheric 
carbon dioxide in the model can be doubled or trebled as the experiment runs 
and the future climate is projected. These experiments are sometimes referred to 
as forced, because of the additional ‘radiative forcing’ applied to the model. The 
Intergovernmental Panel on Climate Change (IPCC) now distinguish between 
‘prediction’, which is seen as neutral, certain and therefore a hostage to fortune, 
and ‘projection’, which is more obviously a product of models with their myriad 
uncertainties and the potential for altered inputs (Bray and von Storch 2009). 
‘Prediction’ tries to account for the uncertainties in both from the initial condi-
tions and the model itself, whereas ‘projection’ adds the long-term uncertainties 
that may come from human agency and choices made about mitigation.

Climate model experiments have taken place for as long as climate models 
have existed (Fleming 2010). The first successful attempt to model climate in a 
computer was known as ‘the first experiment’ by its orchestrator, Norman Phillips 
(Lenhard 2007). Experiments are a way for models to ‘talk back’ to the world 
(Hastrup 2013, p. 5), a vital bridge between theory and application (Varenne 
2001; Gramelsberger and Feichter 2011). But as I discuss in Chapter 6 the task 
of authoritatively projecting future climates is complicated by these experiments 
with models being at the same time experiments on the models.

Global models for climate change have become a ‘vast machine’ (Edwards 
2010), employing thousands of researchers and huge computing resources. The 
overarching fact of global climate change has remained stable for decades, but at 
times it feels politically precarious. Scientists are often overly defensive in the 
face of organised scepticism (in the political, rather than the Mertonian, sense) 
and policy indifference. A large part of the rationale behind the creation of the 
IPCC was to build public and political trust in climate science, and the institution 
has become extremely protective of its cognitive authority (Grundmann 2007). 
This has created a situation in which climate scientists are compelled towards 
ever-greater detail, precision and certainty in order to maintain their consensus 
and in the false hope that this will be politically decisive (see Sarewitz 2004).  
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(The classical allegory might be the trial of the Danaids, who were destined to 
spend eternity attempting to fill a leaking vessel.) The models can’t be strictly 
verified or validated against the real world because Nature is not a closed sys-
tem and the models don’t give single answers (Oreskes et al. 1994). The models 
may ‘ring true’ (Oreskes et al.), but they are not a ‘truth machine’ (Wynne 2010, 
p. 296).

The connection between climate science and policy is not linear. The blend-
ing of science and policy in institutions like the IPCC is itself an experiment 
(Wynne 2010). However, the particular way in which climate science and cli-
mate politics have developed their relationship helps to explain why geoengi-
neering is seen to mark such a dramatic break. The assumption is that a fragile 
political consensus rests on a scientific consensus that is the product of modelled 
results rather than palpable experiments and observations. This has prompted 
many scientists and environmentalists to push wholeheartedly for a global agree-
ment on cutting emissions, using market mechanisms to increase the cost of emit-
ting. Any alternatives are seen as a step backwards. Geoengineering, as currently 
imagined, promises to sever the connection between problem and solution upon 
which so much effort has been expended. For those with long histories in the 
climate debate, geoengineering threatens a sort of gestalt shift. However, the sci-
ence and its uses have a more complicated relationship.

Instrumental climates

The delineation between understanding, prediction and control in climate and 
weather science is further complicated by the growing range of uses to which 
expertise and data are put. In the first half of the twentieth century, insurance 
companies were already using weather forecasts in insurance policies for sporting 
events (Harper 2008, p. 6). In a more recent twist, meteorology has become a tool 
for financial innovation through ‘weather derivatives’, deepening a longstanding 
relationship with private industry (Randalls 2010). With the professionalisation 
of meteorology, the science went beyond being merely observational to take on a 
role as a risk manager. The growing confidence of the discipline meant that in a 
sense, scientists in effect began to assume responsibility for the weather through 
institutions that would become increasingly scientific. In the UK, the Met Office 
took on this role, particularly with regard to extreme weather events (Hall 2012).

Social scientists have pointed out that our relationship with extreme weather 
is far from straightforward. According to Hilgartner (2007, p. 153), in advanced, 
rich countries, ‘there are no natural disasters, only sociotechnical ones’. The point 
is that the experience of an extreme weather event such as Hurricane Sandy or 
Hurricane Katrina depends more on a society’s resilience or vulnerability than on 
meteorological conditions. Even if we accept that the risks, whether from weather 
or seismic activity, cannot be perfectly predicted, we can follow Mary Douglas 
(1992) in concluding that risks are not objective; they are assessed and chosen 
according to cultural norms. So societies can and should accept some responsibil-
ity for natural disasters. They are never just ‘acts of God’ (Steinberg 2006).
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With the growth of climate science, the calls for improved weather event 
attribution have become louder. The reasoning is that more sophisticated models 
should be able to calculate the probability that weather events are attributable to 
climate change rather than being just the vagaries of normal weather. As well as 
connecting the long-term, abstract climate debate with people’s lived experience, 
event attribution would also make targeting resources for climate adaptation more 
precise. Hulme and colleagues see dangers in the creep of this ‘predict-and-adapt 
paradigm’ (Hulme et al. 2011, p. 764). As well as ignoring the point made above 
about the unnaturalness of ‘natural’ disasters, this approach assumes that current 
uncertainties are tractable. Even if uncertainties can be resolved to the satisfac-
tion of climate modellers, they will be contested and prised much farther apart in 
the public domain (Hulme et al. 2011; also Stilgoe 2007). Hulme and colleagues 
conclude that this overreaching of climate modellers ‘politicizes climate science 
[and] scientizes adaptation politics’ (Hulme et al. 2011, p. 765).

All of this means that the discussion about liability that a geoengineered 
world would inevitably demand is already beginning. Every large storm resurfaces 
a debate about whether it can be blamed on climate change, and if so, on the 
largest polluters, whether these are felt to be industrialised economies or fos-
sil fuel companies. We might expect such discussions to intensify if we move 
towards intentional climate change, but there are lessons here, too. Fleming 
(2010) describes how rainmakers and weather modification researchers attracted 
the attention of lawyers who could anticipate the challenges of attribution and 
liability. He goes on to mention rumours that circulated, following the 1952 flood 
in Lynmouth, North Devon, about cloud-seeding experiments conducted by the 
Met Office and Ministry of Defence. A small number of local residents believed 
that the government was to blame for the rainfall that swept away much of their 
seaside town.

Responsibility in the Anthropocene

‘My dream holiday is to get in a boat and start from one end, go to the other end of 
a river and never see anybody apart from the people I’ve chosen to go with . . . I 
get to these places . . . and I think “this is no longer natural because somebody has 
geo-engineered the place”. You know, there’s a hundred million years of geology 
and in the blink of an eye we’ve fucked it up and now the sky’s a slightly different 
colour and actually nowhere is wild; nowhere is natural. And then I realise that 
that’s a complete fallacy . . . Just because you can’t see carbon dioxide it doesn’t 
mean we haven’t already had a profound change. And so our relationship with 
nature is rather complicated and very, very difficult to conceptualise.’

(A scientist working on SPICE)

Scientists have sought new ways to represent the rapid disjuncture in the life 
of planet Earth caused by the arrival and industrialisation of humans. For some 
scientists and environmental campaigners alike, climate change makes complete 
the end of Nature. Bill McKibben (1989) has argued that ‘we have changed the 
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atmosphere, and thus we are changing the weather. By changing the weather, 
we make every spot on earth man-made and artificial.’ More recently, some 
scientists have begun to talk about ‘the Anthropocene’ as a new phase in the 
Earth’s geology. At the time of writing, the Anthropocene Working Group of the 
International Commission on Stratigraphy, who pronounce on such matters, has 
yet to report. But this line of thinking has already captured attention. The front 
cover of The Economist in May 2011 announced ‘Welcome to the Anthropocene.’ 
Scientific papers have determined the arrival of a new epoch (e.g. Steffen et al. 
2012). Where we previously thought we lived in the Holocene interglacial, a 
period with a calm, habitable climate, we are now told that a Rubicon has been 
crossed. The Anthropocene is imagined to bring new instabilities. Geology, once 
thought to pass humanity by without breaking its slow step, would now appear to 
be under our influence.

The term ‘Anthropocene’ was introduced by Paul Crutzen at the turn of 
the millennium, writing with Eugene Stoermer (Crutzen and Stoermer 2000). 
Crutzen, who would turn his attention to geoengineering a few years later, is 
a Dutch atmospheric chemist. In 1995 he won a Nobel Prize for his research 
on ozone, revealing dangers from chlorofluorocarbons that were rapidly tackled 
using an international agreement – the Montreal Protocol of 1987 – that scien-
tists still hold up to highlight the possibilities of science-based policy. Crutzen 
possesses the extended public authority that comes with any Nobel Prize, but 
especially with one in a policy-relevant area of science.

Since the 2000 paper, there has been a proliferation of visualisations of the 
Anthropocene. Photos of the Earth at night with its visible cities contrast with 
the ‘pale blue dot’, Carl Sagan’s phrase capturing the fragility and loneliness of 
the planet (Jasanoff and Martello 2004). Scientific papers show a range of graphs 
marking the disjuncture. Human population, gross domestic product, fertiliser 
consumption, water use and numbers of motor vehicles and McDonald’s restau-
rants (Steffen et al. 2012) all show the hockey stick shape, ticking upwards in 
the second half of the twentieth century, and are taken as indicators of human 
influence.

There is a vociferous scientific discussion about the start date of the new era, 
with some arguing for the Industrial Revolution (Crutzen and Steffen 2003) and 
others for the Neolithic spread of agriculture thousands of years earlier (Ruddiman 
2003; see also Hamilton 2013). Baskin (2014) makes the point that because the 
term is a hybrid scientific–political one, the community around the idea need the 
Anthropocene to be current and sudden. Regardless of the precise start date of 
the Anthropocene, these ideas have important connections with politics. The 
Anthropocene, though it purports to be a geological concept, is as much a vision 
of our future (Scott 2013). The Anthropocene is a scientifically constructed mir-
ror with which humanity is expected to rethink its responsibilities.

Humans would seem to have broken down the wall between natural history 
and their own history (Chakrabarty 2009, p. 201). The Anthropocene means 
admitting a new degree of ownership and stewardship. The Anthropocene casts 
these responsibilities in scientific terms, even though human beings are hard to 
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fit into scientific frames. It is scientific knowledge of our impact on the planet 
that separates negligence from recklessness. The argument runs that we can no 
longer excuse our actions. Andy Revkin (2011) puts it like this: ‘It was easier 
to be in a teen-style resource binge before science began to delineate an edge 
to our petri dish. We no longer have the luxury of ignorance.’ The language 
of the Anthropocene has drawn close together previously disparate questions 
of understanding, responsibility and control as applied to the Earth. Andrew 
Mathews (2011) argues that the recent reawakening of geoengineering ideas has 
been encouraged by the ‘cosmopolitics’ of the Anthropocene and the scientific 
imagination of climate change at a global scale. Geoengineering represents a par-
ticular way of scientists’ taking responsibility for what we know about climate 
change, in the light of policy recalcitrance on mitigation. The anthropocentrism 
of the Anthropocene provides would-be geoengineers with a rationale, and it 
forces even those who blanche at the idea of geoengineering to consider human-
ity’s responsibility for a changing climate. Perhaps we should not be surprised 
therefore to find Anthropocene writers arguing that ‘many approaches could be 
adopted, ranging from geo-engineering solutions that purposefully manipulate 
parts of the Earth System to becoming active stewards of our own life support 
system’ (Steffen et al. 2011a).

The hybrid nature of the ‘Anthropocene’ term – a set of technical and politi-
cal claims wrapped in geological language – has allowed it to gain traction and 
move well beyond the community of Earth system scientists. In doing so, it eased 
the arrival of another influential idea, that of planetary boundaries.

Natural limits

The idea of planetary boundaries is a policy offshoot of Earth system science. A 
paper in Nature, led by Johann Rockström, but whose authorship substantially 
overlaps with those behind Anthropocene ideas, announced the project to iden-
tify and potentially enforce ‘a safe operating space for humanity’ (Rockström et al. 
2009). The authors chose ten Earth system processes to provide the dimensions 
for this space, putting the nitrogen and phosphorous cycles, ozone depletion, 
ocean acidification and freshwater use alongside climate change. Their assess-
ment was that three of the boundaries – nitrogen use, climate change and biodi-
versity loss – had already been far exceeded.

The paper and its associated publicity attracted a good deal of scientific criti-
cism. William Schlesinger (2009) argued that limits and clear lines (between 
success and failure; life and death) may provide some comfort, but the time spent 
arguing about them could be better spent taking action even if we are uncertain. 
Myles Allen (2009) saw the multiple boundaries as a distraction from efforts to 
hold global warming at two degrees Celsius. They and the other respondents 
went on to deconstruct the scientific basis for the suggested boundaries, argu-
ing that they are too high, too low, impossible to calculate or incomplete. In a 
separate intervention, Ted Nordhaus and Michael Shellenberger, joined by Linus 
Blomqvist, deconstructed the evidence behind the proposed boundaries and their 
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suggested limits (T. Nordhaus et al. 2012). (Nordhaus and Shellenberger are 
self-professed ‘ecomodernists’ who regard the framing of environmental issues in 
terms of ‘limits’ as part of the problem.)

The original paper restrained itself to scientific claims. Subsequent publica-
tions from its authors and their collaborators have been more politically expan-
sive. According to one piece, the aim with planetary boundaries thinking is to 
identify ‘nonnegotiable limits’ (Steffen et al. 2011b). Speculating on the political 
conditions for governing the boundaries, the authors conclude the following:

Ultimately, there will need to be an institution (or institutions) operating, 
with authority, above the level of individual countries to ensure that the 
planetary boundaries are respected. In effect, such an institution, acting on 
behalf of humanity as a whole, would be the ultimate arbiter of the myriad 
trade-offs that need to be managed as nations and groups of people jockey for 
economic and social advantage.

(Steffen et al. 2011b).

For Roger Pielke, Jr (2013), this goes beyond scientism; it is an anti-democratic 
‘power grab’. Others see the potential for closing democratic debate as more sub-
tle. Latour (2013) sees a switch taking place. Where we once saw the planet as 
immobile and politics as potentially revolutionary, we now see politics as hope-
lessly static in the face of a planet that is able to take us by surprise in the speed 
of its glacier retreats, sea-level rises and extreme weather. The brinkmanship of 
the planetary boundaries approach if these boundaries are seen as scientific facts 
rather than political limits is likely to lead to fatalism rather than action.

The planetary boundaries would seem to be the latest incarnation of a growing 
scientific exasperation with ‘an inconvenient democracy’ (Stehr 2013). James 
Lovelock has been most explicit, arguing that our survival in the face of climate 
change demands ‘an unusual degree of human understanding and leadership and 
may require, as in war, the suspension of democratic government’ (Lovelock 2009, 
p. 61). But the increasing volume of discussions about climate tipping points, cli-
mate emergencies and the framing of geoengineering as a response (Markusson et 
al. 2013) reflects similar sentiments.

The imagination of planetary boundaries in the Anthropocene forces the issue 
of necessary action on climate change, but such ideas rarely specify what should 
be done. To understand how the peculiar idea of stratospheric particle injection, 
which would lead the debate about geoengineering, found favour, we need to turn 
to an unlikely source of inspiration.

Volcanic experiments

As I explained in Chapter 1, the short history of geoengineering research contains 
very few tangible experiments. But an important natural experiment (Morgan 
2013) took place in 1991 with the eruption of Mount Pinatubo in the Philippines. 
Pinatubo threw millions of tonnes of ash, ice and sulphate up to the stratosphere 
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in less than a day (Guo et al. 2004). The scale of Pinatubo’s eruption is dwarfed 
by earlier events such as at Mount Tambora (Briffa et al. 1998), but it was large 
enough to have a demonstrable impact on the global climate and took place at 
a time in history when it could be measured, monitored and modelled by the 
machinery of late-twentieth-century global climate science. As well as generating 
death, devastation and disruption, Pinatubo contributed evidence in support of a 
scientific idea that had been circulating for more than a decade.

The idea of stratospheric particle injection began with Mikhail Budyko in 
1974. Others had observed previously the cooling effect of large volcanic erup-
tions, but Budyko provided early calculations of the relatively small quantities of 
sulphur required to engineer this effect. He also provided the first example of the 
trope that injecting sulphur dioxide into the stratosphere was cheap and easy.

Since modern high-altitude aircraft carrying a load of about 15 tons can 
reach the level of the aerosol layer, this mass of reagent can be transported to 
the lower stratosphere by several aircraft operating every day equipped with 
a device for burning sulphur in the atmosphere . . . This mass is 10−4 [one ten 
thousandth] of that due to man’s activity, which, according to contemporary 
data, constitutes hundreds of millions of tons per year . . . Obviously, such 
amounts are not at all important in environmental pollution.

(Budyko 1977, pp. 240–241)4

As an alternative to aeroplanes, Budyko also suggested guns or missiles to fire the 
sulphate to the required level. The particles would need to be high enough to 
enter the stratosphere, at which point they would spread around the globe rather 
than falling rapidly back down to Earth. In the troposphere, the lower part of 
the atmosphere, particles return to the surface of the Earth in a matter of days. 
The stratosphere is ‘convectively stable’, which means that sulphate particles can 
stay aloft for years. If a large volcano erupts in the tropics, a mechanism known 
as Brewer–Dobson circulation can take the detritus to the poles and spread it 
around the planet within days.

The idea of stratospheric particle injection and estimates of its intended and 
unintended consequences are bound up in the science of volcanoes. The eruption 
of Pinatubo had a discernible and dramatic effect not just on global tempera-
tures, but also on patterns of rainfall around the world (Trenberth and Dai 2007). 
Volcanoes provide not just a natural analogue for the effects of geoengineering, 
but also an indication that the planet could be cooled with relatively small quan-
tities of particles (only a few million tonnes for the whole planet): the ultimate 
high-leverage technology.

Pinatubo has become a muse for stratospheric particle injection research. As 
has been discussed elsewhere (Hamilton 2013; Stilgoe et al. 2013) the climatic 
disruption caused by earlier volcanic eruptions has inspired cultural as well as sci-
entific insight. The red sky behind Munch’s open-mouthed man in The Scream, a 
painting that reflects humanity’s fraught relationship with Nature, was purport-
edly an after-effect of the eruption of Krakatoa in 1883.5 The largest eruption of 
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modern times, Tambora in 1815, led to the ‘year without a  summer’, inspiring 
Mary Shelley (then Mary Godwin) to write the definitive parable of human-
ity’s relationship with Nature and technology, Frankenstein; or: The Modern 
Prometheus. According to a recent book on the cultural impact of this eruption 
by Gillen D’Arcy Wood (2014), painters such as Turner and Constable used 
unusual quantities of red paint during this period as they tried to reproduce the 
dusty sunsets of the time. The enthusiastic economists behind Freakonomics 
regard Pinatubo as a cornucopia of ‘positive externalities’. They point not just 
to the global cooling but also to improved plant growth from diffused sunlight 
and ‘some of the prettiest sunsets that people had ever seen’ (Levitt and Dubner 
2010, p. 176).

Research on volcanoes has given credence to an idea that might otherwise 
have seemed hopeless: creating a sunshade for the Earth. And while some popular 
representations of geoengineering, such as that provided by Levitt and Dubner 
(2010), suggest that the task is merely to engineer the same thing, the construc-
tion of a credible research agenda and community for geoengineering demands 
more than just a volcano.

Rehabilitating geoengineering

David Keith had noted in 2000 that geoengineering had fallen out of fashion 
(Keith 2000). He had himself taken what he described as ‘a serious look at geo-
engineering’ in 1992 (Keith and Dowlatabadi 1992), around the time of the 
National Academy of Sciences study on greenhouse warming (NAS 1992) and a 
1996 special issue of Climatic Change that followed a symposium at the American 
Association for the Advancement of Science (see Marland 1996). This special 
issue established a long-standing pattern of multidisciplinarity, putting climate 
science alongside law, ethics and economics in assembling relevant expertise for 
understanding geoengineering. The papers in this special issue all acknowledge, 
implicitly or explicitly, the taboo shrouding geoengineering. Economist Thomas 
Schelling noted that geoengineering had become ‘unmentionable’ until the NAS 
had begun to weigh up the options (Schelling 1996, p. 303). Most natural sci-
entists at the turn of the millennium could relatively easily express distaste at 
geoengineering or dismiss it entirely as a half-baked relic of Cold War techno-
enthusiasm. Most of the scientists who did write about geoengineering did so 
with extreme caution in their framing and the nuances they presented.

According to the conventional narrative, the taboo on geoengineering was 
broken in 2006 with the publication of a paper by Paul Crutzen. Crutzen was less 
cautious. He expressed enthusiasm for the idea of SRM and drew an explicit link 
with the lack of political action on carbon emissions. For Crutzen, the problem 
of climate change was an undisentangleable Gordian knot, and geoengineering 
provided a sword or, as he put it, ‘a contribution to resolve a policy dilemma’ 
(Crutzen 2006). This was not Crutzen’s first statement on geoengineering – he 
had suggested it as a possible offshoot of his own Anthropocene thinking (Crutzen 
2002) – but the 2006 paper became the landmark. Crucially, Crutzen could not 
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be dismissed, as Edward Teller and Lowell Wood could be, as Dr Strangeloves 
with hammers looking for nails. Crutzen was a Nobel Prize-winning environmental  
scientist with an impeccable pedigree.

Scientists around Paul Crutzen at the time recognised the power his comments 
would have, with some trying to persuade him not to publish. Stephen Schneider, 
the founding editor of the journal Climatic Change, agreed to publish the paper, 
but only if it was wrapped in commentary from various other authors. Mark 
Lawrence, who had been involved in similar discussions about the promises and 
threats of ocean iron-fertilisation (OIF) experiments, discussed the politics of the 
scientific community’s wholehearted engagement in geoengineering (Lawrence 
2006). Ralph Cicerone pointed to a lack of knowledge, concluding in his com-
mentary that ‘refereed publications that deal with such ideas are not numerous 
nor are they cited widely’ (Cicerone 2006, p. 221). The aim of including these 
pieces was to take some of the magic out of Crutzen’s magic bullet, but his paper 
moved into the climate science community more easily than the counterargu-
ments and modifiers that originally accompanied it.

Scientists with climate models who had previously been uninvolved in geoen-
gineering discussions began to ask themselves whether they should use their tools 
to work out how a geoengineered climate might look in the future, and a number 
of analysts from other disciplines joined the party. Cicerone’s (2006) conclu-
sion would not hold for long. The number of geoengineering papers being pub-
lished each year increased from fewer than 20 in 2005 to more than 100 by 2010 
(Oldham et al. 2014). Stephen Schneider subsequently wrote about the impor-
tance of the Crutzen (2006) paper, saying that ‘in this case, the messenger is the 
message’ (quoted in Morton 2007). Schneider attributed Crutzen’s arguments to 
‘exasperation with the capacity of society to mitigate the “right way”’ (Schneider 
2008, p. 3847). Crutzen’s own justification suggests a peculiar brinkmanship: ‘It 
was meant to startle the policymakers . . . If they don’t take action much more 
strongly than they have in the past, then in the end we have to do experiments 
like this’ (quoted in Borenstein 2007).

My own conversations with scientists reinforce the importance of the Crutzen 
paper. It generated a range of responses. One climate scientist told me this:

‘Paul Crutzen had published his paper saying “hey this is a possibility” and that’s 
really what kicked it all off . . . there were two reactions to that: “gosh if he consid-
ers it a possibility then we have to take it seriously” and the other reaction was “my 
goodness, what does he think he’s doing?”’

SRM promised to sever the link between greenhouse gas emissions and climate 
change, upon which so much scientific research and political negotiation had 
depended for so long. For a prominent environmental scientist to be openly discuss-
ing it as an option was radical. Another scientist told me that his own interest was

‘triggered . . . by the Crutzen paper in 2006 and I remember a discussion at our 
institute . . . very close to the time of the paper coming out . . . Some people said 
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“Well it’s our area of expertise” . . . But then there was also a strong group of 
people saying that we cannot do this . . . just from a gut feeling I guess: you should 
not tinker with nature and the risks are too high . . . then there was this slippery 
slope argument: we should not raise the topic at all because just giving the impres-
sion that there may be a technical fix to the climate problem could lower the interest 
in doing some real mitigation . . . But, well, at some point I just thought “well, 
it’s too late”.’

This researcher’s final point captures a widely held view that the Crutzen (2006) 
paper had let the cat out of the bag. To many scientists, it seemed as though the 
taboo that surrounded geoengineering had been lifted.

A taboo, however, implies protection from an unspeakable truth. It suggests 
there is a technology ready to be unleashed on the world. This had been the 
way in which stratospheric particle injection, Crutzen’s proposal of choice, had 
historically been discussed, dating back to Budyko’s (1974) original calculations. 
Budyko had suggested that geoengineering was straightforward: ‘we need only 
deliver a fixed amount of sulphur dioxide to the level of the aerosol layer . . . trans-
ported to the lower stratosphere by several aircraft operating every day equipped 
with a device for burning sulphur in the atmosphere’ (Budyko 1974, p. 240). 
Crutzen concludes that ‘provided the technology to carry out the stratospheric 
injection experiment is in place, as an escape route against strongly increasing 
temperatures, the albedo adjustment scheme can become effective at rather short 
notice’ (Crutzen 2006, p. 216). The language here is interesting. There is confi-
dence that the scheme ‘can become effective’, and yet this is also an ‘experiment’.

Following Paul Crutzen, David Keith and others, geoengineering became, in 
the words of Alex Steffen (2008), ‘a set of 20th century proposals kitted out in 
21st century drag’. The tools of research had become hugely sophisticated, but 
the imagined geoengineering technologies remained resolutely low tech. The 
task of civilising geoengineering, detaching it from the huckster rainmakers and 
hawkish technological fixers who were its previous owners, meant reconnecting 
it with climate science. In doing so, the technologies themselves were left largely 
overlooked.

Self-governance

The Crutzen (2006) paper created large ripples in the small community of 
researchers looking at geoengineering. Many of them had previously been 
involved in the climate change debate and had been part of the collective voice 
of science calling for urgent action to cut greenhouse gas emissions, through the 
IPCC and other channels. Some, such as Alan Robock, had also been involved 
in debates about nuclear disarmament. Robock and another early geoengineering 
researcher, Mike McCracken, had conducted influential studies on the climatic 
effects of nuclear war, modelling the so-called nuclear winter that would cool 
the Earth as fire and explosions launch smoke and debris into the air. This con-
nection goes some way to explaining why Robock chose to publish an influential 
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scientific critique of geoengineering in the Bulletin of Atomic Scientists, a journal 
that had over decades warned of the dangers of nuclear weapons and whose cover 
famously features a clock, the hands of which point closer to midnight as the 
threat of annihilation builds.

Robock’s (2008) article refers to the Crutzen (2006) paper, which he described 
as ‘controversial’, and to a piece by Tom Wigley (2006) published in Science the 
same year. Robock offers a ‘fairly comprehensive list of reasons why geoengineer-
ing might be a bad idea’ (Robock 2008, p. 14). The tone is not one of offering 
new research findings but one of scientific self-policing. He is reminding his scien-
tific colleagues of what is already known about the hazards, lest their enthusiasm 
should get the better of them. Although he summarises the science that points 
to possible unintended consequences, his list includes ethical and political con-
cerns, too, such as the irreversibility that comes with technological dependence, 
military and corporate involvement, and the challenge of getting agreement on 
an ideal planetary temperature. Robock ends his list by adding that in addition, 
‘there is reason to worry about what we don’t know’ (Robock 2008, p. 17).

Robock’s (2008) paper is a prominent example of scientific leadership of a 
debate about ethics and governance. It continued the multidisciplinary approach 
to geoengineering assessment that had quickly become familiar, while still 
being notable. (His piece sat alongside a shorter commentary from his colleague 
Martin Bunzl, a philosopher.) Two years later, a group containing most of the 
world’s active geoengineering researchers was brought together to try to discuss 
norms and rules for what was already becoming a sub-field of research. For their 
‘Asilomar moment’ (Schäfer and Low 2014), geoengineering researchers visited 
the location of the 1975 conference at which the nascent genetic engineering 
community had gathered to discuss the dangers posed by their newfound ability to 
engineer bacteria. One of the instigators of the original conference at Asilomar, 
Paul Berg, joined the organising committee of the geoengineering version.

The 2010 Asilomar conference was chaired by Mike McCracken and included 
a wide range of expertise and interest. Nevertheless, the conference had the same 
tension as its earlier counterpart, caused by multiple ideas of responsibility in geo-
engineering research. The 1975 conference and the short-lived moratorium that 
the community had adopted while waiting for it to conclude are often held up 
(including in the publicity material for the geoengineering meeting) as an exam-
ple of the scientific community identifying problems early and taking responsibil-
ity. But accounts from the time (Rogers 1975) and subsequently (Nelkin 2001; 
S. Wright 2001) suggest that many of the participants were more motivated 
by a desire to head off top-down regulation with a promise of self-governance. 
Geneticist Stanley Cohen said at the time, ‘If the collected wisdom of this group 
doesn’t result in recommendations, the recommendations may come from other 
groups less well qualified’ (quoted in Nelkin 2001). Although the discussion was 
motivated by non-scientific issues, its framing was narrowed to technical consid-
erations in ways that, as Sheldon Krimsky (2005) argues, have continued to define 
regulation of genetic technologies. The discussions revealed vast uncertainties, 
but the dominant assumption was that research should be allowed to proceed in 



84 Rethinking the unthinkable

order to clear these up and realise the vast imagined benefits of technology. Susan 
Wright (2001) also described the original Asilomar conference as reinforcing the 
myth that such scientists can ever be ‘self-governing’. Their work is governed by 
external pressures and expectations, such as, in the case of genetic engineering, a 
hungry biotechnology industry, as well as internal norms, rules and ideals.

The 2010 Asilomar moment was more multidisciplinary. There was also evi-
dence that some scientists’ concerns extended beyond merely the legal or tech-
nical, to encompass what might be called ‘second-order reflexivity’ (Schuurbiers 
2011) or the ‘governance of governance’. David Keith and Ken Caldeira both 
publicly took issue with the organisation of the meeting and its apparent con-
nections with a company that had sought to make money from an OIF scheme. 
Keith chose to attend the meeting to make his views known, while Caldeira sat 
it out.

In the young world of geoengineering, Ken Caldeira’s decade-long string of 
scientific publications makes him an old hand. He is an outspoken climate scien-
tist with a focus on ocean acidification, and he is fond of expressing climate policy 
arguments in terms of stark ethical choices. He is a former colleague of Lowell 
Wood’s at Lawrence Livermore National Laboratory who began modelling solar 
geoengineering at the end of the twentieth century because he was convinced it 
would wreak havoc with the planet. The way he tells the story, he was surprised 
that the climate models seemed to disagree. He subsequently became an impor-
tant midwife for the nascent geoengineering research community, although he 
identifies himself more broadly as an atmospheric scientist.

Caldeira’s and Keith’s concerns, and the contributions of the varied partici-
pants, challenged the assumption held by some other participants that the science 
should be autonomous from outside interference, a view that would continue into 
discussions of the governance of outdoor experiments that I discuss in Chapter 5. 
The report of the meeting (Asilomar Scientific Organizing Committee 2010) was 
predictably light on tough, agreed rules for responsible research. The meeting was 
criticised by those who didn’t attend, who were understandably suspicious of an 
attempt to circumvent stringent rules (e.g. ETC Group 2010). And it was lauded 
by some who were there, such as science writer Jeff Goodell, who ‘witnessed the 
birth of something new – call it the conscience of a geoengineer’ (Goodell 2010). 
For most people there, including at least five participants from the Royal Society’s 
study that I describe in the next chapter, the meeting represented neither of these 
things. But it was nevertheless a prominent experiment in responsibility. The 
agenda and participants of the meeting were markedly broader than the heavily 
scientific 1975 Asilomar conference.

CDR vs SRM

In its rehabilitation, geoengineering has held together some ideas and technolo-
gies that on the face of it would seem to have little in common. The distinc-
tions made within and around the label ‘geoengineering’ suggest certain interests, 
although they are by no means fixed. The most common separation is between 
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ideas of SRM, which are the primary focus of my analysis, and those of carbon 
dioxide removal (CDR).

It is worth noting here that the label ‘solar radiation management’, described 
by one leading climate scientist as ‘positively Orwellian’,6 was coined as a joke by 
Ken Caldeira, who was attempting to lampoon bureaucratic language.7 This joke, 
however, stuck, and one could argue that the simplicity of the label and others 
such as ‘energy balance’ exemplify the reductionism of geoengineering research. 
‘Climate control’, which one might admit was the more honest way to talk about 
the target of geoengineering, seems substantially harder to do and to model than 
the task of rebalancing the energy hitting and leaving the planet’s surface.

It is SRM that has attracted most attention because of the potential for rapid 
climatic change that is imagined. Interest in space mirrors (e.g. Angel 2006) has 
largely faded as interest has grown in stratospheric particle injection and marine 
cloud brightening (e.g. Latham 2002), which are seen as more feasible. CDR 
aims to treat the cause rather than the symptoms of climate change. Advocates 
of approaches that fall into this category, including machines for direct air cap-
ture (artificial trees), biochar (the burning and burying of plants), conventional 
carbon capture and storage and planned tree growing, often express their dis-
taste at being included alongside what they see as the high-stakes, unproven and 
potentially catastrophic ideas of SRM. These CDR approaches, on the whole, are 
proven to do their job at small scale but are beset by practicalities and vast costs 
when put up against the planet’s carbon dioxide levels. They are, in the main, 
direct, brute-force approaches to the problem of climate change. The SRM pro-
posals that have come to dominate geoengineering discussions are as yet unen-
cumbered by practical considerations, remaining in the world of hopes and fears.

Drawing a distinction between SRM and CDR and making certain suggestions 
for research and governance suit some researchers, as do distinctions between 
‘hard’ and ‘soft’ geoengineering (Olson 2012), but these lines are not clear. There 
are proposals for incremental, bottom-up SRM, such as whitening the roofs of 
buildings, which seem mundane. And the claims offered for OIF, which I will 
discuss more in Chapter 5, suggest that even though the aim is to remove carbon 
dioxide, the idea is to use a small ecological lever to tip an ecosystem into a dra-
matically different state.

My aim here is not to attempt to clarify definitions or draw new lines. Indeed, 
attempts to do so should be carefully scrutinised according to whose interests they 
serve. Others have offered some distinctions that may enable improved discus-
sions of governance. Steve Rayner has offered a distinction between ‘black-box 
engineering’ and ‘ecosystem enhancement’ which would lump OIF and strato-
spheric particle injection together as ideas of concerns (Rayner et al. 2013). Ben 
Hale (2013) has suggested that we should look at geoengineering ideas according 
to their intent, separating those that look to remediate from those that intention-
ally take the climate to a new state. The idea of remediation is itself problematic, 
as I discuss below. But the notion of intent is hugely important to geoengineering 
discussions, as will become clear with the discussion of SPICE (Stratospheric 
Particle Injection for Climate Engineering) in later chapters. Although some of 
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the scientists involved in geoengineering are occasionally uncomfortable  defining 
themselves by their intentions, David Keith has spoken forcefully against the 
conflation by Lovelock and others that makes the experiment of climate change 
equivalent to the experiment of geoengineering, as discussed earlier. For Keith, 
the Earth at the moment is not ‘engineered’, because ‘pollution is not engineer-
ing. Intent matters’ (Keith 2010, p. 27). Keith and others delineate geoengineer-
ing proper from the mass of pollutants that are already inducing various warmings 
and coolings in the climate system.

The pseudoeconomics of geoengineering

Central to the success of its rehabilitation is what Scott Barrett (2008) calls ‘the 
incredible economics of geoengineering’. Looking at the political economy of 
climate policy, Barrett concludes that the incentives for mitigation look so feeble 
compared to those for geoengineering that its deployment is almost inevitable. 
Central to his argument, and to the geoengineering debate more broadly, is the 
prevalent but flawed assumption that, while CDR technologies, some of which 
are well advanced and well understood, look breathtakingly, perhaps prohibi-
tively, expensive, SRM would be cheap. Like a planetary vaccine, a tiny injec-
tion would have a profound effect. David Keith says, ‘This near million-to-one 
leverage is at the root of both the risk and the promise of stratospheric aerosol 
geoengineering; it is the underlying reason why it is such a powerful and frighten-
ing tool’ (Keith 2013, p. 67).

The 1992 National Academies study had come to a similar conclusion: ‘one of 
the surprises of this analysis is the relatively low costs at which some of the geoen-
gineering options might be implemented’ (NAS 1992). Keith (2000, p. 263) had 
previously said that ‘it is unlikely that cost would play any significant role in a deci-
sion to deploy stratospheric scatterers because the cost of any such system is trivial 
compared to the cost of other mitigation options’. These calculations were repeated 
in cartoon form in the popular book Superfreakonomics (Levitt and Dubner 2010). 
As with its predecessor, Freakonomics, this book’s exaggerated posture is to strip 
the morality away from decision-making to get at an underlying economic truth: 
‘Morality, it could be argued, represents the way that people would like the world to 
work – whereas economics represents how it actually does work’ (Levitt and Dubner 
2005, p. 13). Their calculations of the realpolitik of geoengineering reveal to them 
that ‘for anyone who loves cheap and simple solutions, things don’t get much better’ 
than stratospheric particle injection (Levitt and Dubner 2010, p. 277).

As I discussed in Chapter 1, early speculation on nuclear power suggested that 
it would be ‘too cheap to meter’. There are few sensible commentators who would 
share the Superfreakonomics view that the affordability of geoengineering makes it 
the preferred option. Instead, the argument is that it is too cheap to ignore, making 
it irresistible to desperate countries threatened by climate change or rogue eco-
terrorists and therefore too cheap to completely prohibit. Even though they respec-
tively make ‘a case for climate engineering’ and ‘a case against climate engineering’, 
David Keith (2013) and Alan Robock (2014) agree that doing stratospheric particle 
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injection would cost a few billions of dollars per year. For the global economy, such 
a figure would be ‘a mere pittance’, according to Victor and colleagues in their dis-
section of ‘science fact’ from ‘science fiction’ (Victor et al. 2013).

At no point do these analyses admit the profundity of the technical, social 
and financial uncertainties. These options are costed as though they exist now. 
Barrett (2008, p. 45) describes how SRM ‘is inexpensive and can be undertaken 
by a single country, unilaterally’, as though a technology were ready to go. For 
geoengineering, ‘cheap’ is shorthand used to describe an imagined Promethean, 
high-leverage technology, and, following dynamics already identified by the 
sociology of expectations (e.g. Borup et al. 2006), neither critics nor cheerlead-
ers have much incentive to offer a more cautious but more realistic price for 
the technology. Gordon MacKerron (2014) concludes that the vast majority of 
financial estimates consider only the direct costs of technology, and often do so 
in highly optimistic terms.

Where serious cost estimates have been performed, the focus has been on 
the machinery required to, for example, take particles up to a particular altitude 
(Mclellan et al. 2011, 2012; Davidson et al. 2012). One such estimate concludes 
that doing planetary geoengineering would require a fleet of plans ‘comparable to 
the yearly operations of a small airline’ (McLellan et al. 2011, p. 5). There is little 
consideration given to the costs of a complete sociotechnical system, although 
a subsequent paper adds caveats about the uncertainties involved in making such 
calculations and the ‘issues of risk, effectiveness or governance that will add to 
the costs of solar geoengineering’ (McLellan et al. 2012, p. 1). Reviewing the bur-
geoning geoengineering economics literature, Hansson (2014) points out that the 
outcomes of these cost–benefit calculations can turn on discount rates that are 
themselves dependent on prior assumptions about the ethics of burdening future 
generations and whether geoengineering would add to or relieve the burden.

Geoengineering is only ‘cheap and technically easy’ (Keith 2013) if we make 
certain assumptions about what the technology is; if we don’t question what it 
would mean for it to be ‘effective’; if we choose to do some sums and not others; 
if we internalise some costs and externalise others; and if we assume that some 
things are easy, such as technological innovation, and other things are hard, such 
as political action. The economics of geoengineering are ‘incredible’ only in the 
sense that they are hard to believe as currently calculated, given what history tells 
us about the costs and benefits of complex sociotechnical systems.

Nuclear power requires extraordinary infrastructure in order to turn a power-
ful atomic reaction into a functioning sociotechnical system. Once the costs of 
making nuclear power stations reliable, secure and safe are taken into account, 
the technology looks expensive. It may have other benefits, albeit contested ones, 
but its direct costs are no lower than those of other forms of energy (see, for vari-
ous assessments, RAEng 2004; Deutch et al. 2009; Cohen and McKillop 2012). 
And some would argue that many of the largest externalities, from proliferation 
threats and serious accidents to decommissioning, clean-up and waste disposal, 
are still not accounted for. With geoengineering, comparisons with civil nuclear 
power are less common than those with nuclear weapons. Geoengineering is seen 
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as cheap in the way that building an atomic bomb is cheap (notwithstanding the 
multibillion dollar budget of the Manhattan Project).

The counterfactual costs of dramatically mitigating climate change or not 
doing anything have been more thoroughly estimated and challenged, but they are 
nonetheless still problematic. Economist William Nordhaus has used his dynamic 
integrated climate–economy (DICE) model to argue that geoengineering offers 
the potential for ‘costless mitigation of climate change’ (W. D. Nordhaus 1992, 
p. 1317). Nordhaus was one of the first economists to model climate change and a 
prominent critic of Nicholas Stern’s review on the economics of climate change, 
commissioned by the UK government (W. D. Nordhaus 2007). Central to such 
disagreements are the discount rates – converting future costs into present-day 
ones – assumed by various economic models. Once different climate sensitivities 
and estimates of costs from extreme weather are included, the calculated ‘social 
cost of carbon’ implied can vary by an order of magnitude. According to one critical 
review, the ‘models can be used to obtain almost any result one desires’ (Pindyck 
2013, p. 5). In searching for objective and politically persuasive information for 
climate policy, questions of what sort of world we would like to live in and the value 
we place on future generations are excised. The reduction of climate change to an 
economic problem, as opposed to just an engineering one, also allows a new angle 
for those such as Bjorn Lomborg (2010) who would suggest that if cheapness were 
the main criterion, other options including geoengineering should be considered.

Some economic research has begun to point out the uncertainties involved in 
making such calculations and the dangers of false certainty (e.g. Goes et al. 2011). 
But this research still sits in a tradition of cost–benefit analysis that assumes the pos-
sibility and value of balancing options on a single economic scale. Geoengineering 
would not be about weighing up costs or risks, even if we could perfectly calculate 
these. It would involve a radical change of direction, with radically new uncer-
tainties and new relationships between society and the planet. Geoengineering 
will not solve climate change, which means that talk of remediation is disingenu-
ous. Climate science and early geoengineering model results tell us that we can-
not bring back past climates (e.g. Kravitz et al. 2013). And the history, philosophy 
and sociology of technology tell us that complex technologies take us down new 
paths from which we cannot retrace our steps (e.g. Latour and Venn 2002; Allenby 
2013). Geoengineering would make the climate, not fix it. It is therefore more 
honest to talk about climate steering (Hale 2013, p. 201) or ‘climate management’ 
(Michaelson 2013). But this makes cost–benefit analysis an impotent tool for assess-
ment, which risks justifying technologies that are unformed and unpredictable.

Wargames

Although the geoengineering bandwagon is still under construction, research-
ers from a wide range of disciplines are already jumping aboard. Geoengineering 
research has been able to accommodate insights and research questions from law, 
ethics, international relations, economics, environmental sociology, anthropol-
ogy, media studies, science and technology studies and more besides. According 
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to one scientometric analysis (Linnér and Wibeck, forthcoming), 2013 saw the 
number of published geoengineering papers outside the natural sciences surpass 
the number of scientific papers.

The vast bulk of the social science literature on geoengineering takes the 
scientific proposals at face value, albeit leaving behind the contingencies that 
the scientific researchers express at close quarters. Much of this work starts from 
the (flawed) assumption that geoengineering is so cheap that, in the words of 
David Victor et al. (2009, p. 71), ‘a single country could deploy geoengineering 
systems from its own territory without consulting the rest of the planet’. Victor 
also imagines the possibility of a ‘Greenfinger’ – a billionaire Bond-villain type 
armed with a geoengineering technology (Victor 2008). According to Victor 
et al. (2009, p. 75), ‘because the option exists, and might be used, it would be 
dangerous for scientists and policymakers to ignore it’.

Josh Horton (2011), without questioning the low-cost assumption, argues that 
this fixation on unilateralism is unrealistic and counterproductive. The tech-
nology as currently imagined would favour multilateralism. Nevertheless, such 
scenarios have been used to justify wargames in economics, game theory and 
international relations. Following Crutzen’s lead, much of this research connects 
the use of geoengineering to a diagnosed failure of multilateral agreements to mit-
igate climate change. Some game theorists have concluded that geoengineering 
could solve the collective action problem of climate change by forcing nations 
to work together (Millard-Ball 2011). One group used a ‘global thermostat set-
ting game’ to reach the same result (Ricke et al. 2013). Social scientists have 
collaborated with geoengineering scientists to run integrated assessment models 
on various components of the Earth system, such as food supply. Some of these 
studies have produced optimistic findings, pointing to, for example, an increased 
food supply in a geoengineered world (e.g. Pongratz et al. 2012). As I will explain 
in Chapter 7, there is little consideration in this research of the broader experi-
mentality of geoengineering, which might suggest that dependence on such a 
technology would tend to increase instabilities in various ways, some of which we 
can anticipate and some of which will be unpredictable.

There has been no shortage of research connecting such considerations to 
matters of cost. One study modelled the costs and effects of climate change 
options and concluded, with a surprising degree of certainty, that the costs of cli-
mate change could be cut by something ‘in the order of 10%’ if SRM were granted 
additional research money (Moreno-Cruz and Keith 2012, p. 431).

This line of research presupposes that the uncertainties of geoengineering, 
even though all admit they extend well beyond the merely technical, can never-
theless be tamed through analysis and research. It is merely a matter of modelling 
the social and political alongside the scientific. There is little consideration that 
uncertainties and areas of ignorance might be so profound and intractable as to 
justify various other precautions. Indeed, there has been much discussion of how 
there is no clear precautionary approach to geoengineering (see Hartzell-Nicholls 
2012 for a discussion), because it represents a ‘risk/risk trade-off’ (e.g. Barrett 
2008, p. 52).
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Following the refrain, clarified by the Royal Society, that ‘the acceptability of 
geoengineering will be determined as much by social, legal and political issues as 
by scientific and technical factors’ (Royal Society 2009, p. ix), researchers have 
begun to study pubic opinion of geoengineering to assess the ‘barriers to public 
acceptance’ (Jackson and Salzman 2010). Some of this work has taken the form of 
qualitative, open-ended public dialogue, in which the framing of geoengineering 
is not presupposed and researchers are careful not to reinforce particular frames 
(e.g. Pidgeon et al. 2012; Corner et al. 2013; Macnaghten and Szerszynski 2013). 
However, there is a growing research agenda that seeks to quantify public opinion 
about ‘geoengineering’ without challenging what the technology is or what it 
might mean (e.g. Mercer et al. 2011; M. J. Wright et al. 2014). Scheer and Renn 
(2014) review much of this literature and, though they don’t question the way 
that geoengineering is understood by scientists or presented to members of the 
public, they do acknowledge that the uncertainties surrounding the technology 
and low public awareness mean that public opinions, forced in this way, may be 
better understood as ‘pseudo-opinion’. As I will discuss in the next chapter, much 
of the impetus for this research is the supposed moral hazard that geoengineering 
is anticipated to introduce. For some scientists, this has been an invitation to 
treat public opinion and behaviour as a set of empirical questions, side-lining a 
more important discussion of the politics of geoengineering research.

Governance requires anticipation. We might therefore conclude that the types 
of multidisciplinary research that are springing up around geoengineering are 
therefore valuable. The surfacing of new, unintended possibilities has certainly 
been an important part of the move away from an unequivocal techno-optimism 
towards a mood of ambivalence towards geoengineering. But such research could 
be characterised as speculative ethics, and we should therefore follow Alfred 
Nordmann’s (2007) critique described in the previous chapter. He argues that 
by fixating on the ethical, social, political, legal or economic implications of a 
particular technological future, we leapfrog an important set of discussions about 
governance in the present. Speculative ethics also represents an unconscious 
disavowal of responsibility. Scientists can convince themselves that a technol-
ogy is sufficiently Promethean that someone will do it somehow, somewhere, and 
so they prevent themselves from having to think about whether they are mak-
ing the technological future more likely. Similar arguments have been used to 
justify the acceleration of all manner of scientific investigations, from nuclear 
weapons research to the more recent case of the mutant influenza virus studies. 
Even though few geoengineering researchers wish to see a geoengineered world, 
there is an important dynamic of research in which geoengineering is being made 
thinkable across multiple disciplines.

Mapping geoengineering research

A scientometric analysis of geoengineering research, using data on published 
articles in journals, suggests that concerted scientific interest in geoengineer-
ing is a relatively recent phenomenon. As can be seen from the graph below 
(Figure 3.1), Paul Crutzen would seem to have either created or ridden a wave of 
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scientific attention in 2006, and the same is true of the Royal Society in 2009. 
In  interpreting the hockey-stick shape of this graph, however, we should remem-
ber that the numbers of publications remain low relative to emerging technology 
areas such as nanotechnology. Geoengineering research is growing, but it is not 
(yet) a large field of scientific research.8 Much of the recent growth of geoengi-
neering research has come from climate scientists. Very few articles are being 
published in engineering journals (Oldham et al. 2014).

The small world of geoengineering research has been called a ‘geo-clique’ by 
Eli Kintisch (2010), a claim repeated by Clive Hamilton (2011). The number of 
researchers is increasing with the number of publications, but a snapshot of the col-
laborations between authors suggests that there is indeed a relatively small group of 
researchers who are publishing large numbers of papers, indicated by the size of the 
circle in Figure 3.2. The author networks are shown in more detail in Figure 3.3.

Unthinking the unthinkable

The technologies imagined for geoengineering invite comparisons with nuclear 
weapons, both from scientists (e.g. Keith 2013) and in public-engagement discus-
sions (e.g. Macnaghten and Szerszynski 2013). They are seen as sharing a Cold 
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Figure 3.1  Number of geoengineering publications in the Web of Science database per 
year. 

Source: Based on data from Oldham et al. (2014).9
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War heritage, and they are seen as similarly potent. Nuclear weapons are the 
archetypical disruptive technology. They contain extraordinary potential power 
and therefore demand extraordinary control. With nuclear weapons, it seems 
unarguable that the things in themselves are dangerous. But social research sug-
gests that their potency also depends on the tacit knowledge of nuclear-weapons 
researchers and the infrastructure that surrounds them. Donald Mackenzie and 
Graham Spinardi take issue with the Promethean narrative of nuclear weaponry, 
captured in a quote they take from the Harvard Nuclear Study Group: ‘The dis-
covery of nuclear weapons, like the discovery of fire itself, lies behind us on the 
trajectory of history. It cannot be undone’ (quoted in MacKenzie and Spinardi 
1995). Through looking at the tacit knowledge involved in the design, testing 
and maintenance of the technology, MacKenzie and Spinardi conclude that 

Figure 3.2 Author networks in geoengineering research. 

Source: Based on data from Oldham et al. (2014).
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nuclear weapons could in one respect be uninvented if generations of researchers 
were not around to keep this knowledge alive.

Nuclear weapons are substantially more complicated than an equation dic-
tating the conversion of small amounts of matter into vast amounts of energy. 
In much the same way, the complications of geoengineering would stretch far 
beyond a fact about the climatic consequences of volcanic eruptions, and yet this 
complexity gets forgotten in the conventional story of geoengineering. Unlike 
nanotechnology or synthetic biology, geoengineering is an ‘emerging technology’ 
with no strong technoscientific basis. We are no more capable of geoengineer-
ing the climate than we were in the 1960s. Indeed, as climate science unfolds, 
scientists find themselves in some respects more uncertain about the possibilities 
of an engineered climate. We need therefore to think about the emergence of 
geoengineering in new ways – as an idea that has become ‘thinkable’.

The usual history of geoengineering, such as it exists, is a story of potent, 
troublesome technologies, segregated from mainstream science by a fragile taboo 
that made it temporarily unthinkable. Clearly this does not mean it was logi-
cally impossible to think about geoengineering, but rather that its discussion 
was considered impolite, politically incorrect or illegitimate. Stephen Gardiner 
has discussed Bernard Williams’s description of the unthinkable as the idea that 
‘entertaining certain alternatives, regarding them indeed as alternatives, is itself 
something that [someone] regards as dishonourable or morally absurd’ (Gardiner 
2011, p. 383). Such boundaries and taboos are protected by a familiar range of 
social and political tools, including dismissal, humour or intentional ignorance, 
from inside and outside the scientific community. For some, there is a presump-
tive argument from environmental ethics that geoengineering should remain 

Figure 3.3 Detail of author networks. 

Source: Based on data from Oldham et al. (2014).
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unethical (Preston 2011). But taboos are only effective if they are observed nearly 
universally within a shared culture. The geoengineering taboo, on closer inspec-
tion, looks less like an opaque shroud than a wispy fog. Scientists getting close 
to geoengineering, once regarded as unthinkable, have found it eminently think-
able. Scientists, including most prominently Ken Caldeira, describe how they 
tried, using their models, to rule out the ideas of would-be geoengineers such 
as Lowell Wood but were taken by surprise by results that suggested it would be 
more effective and less dangerous than assumed. We should expect such experi-
ments to generate surprises and challenge taboos. A ‘see no evil, hear no evil’ 
approach to geoengineering among the scientific community was always likely to 
be worse than useless, particularly if discussions were continuing behind closed 
doors (see Victor 2008; Preston 2011).

However, geoengineering should not be seen as a radical departure from 
research on climate change or Earth systems. We should instead look for the 
connections and continuities in order to recognise the possibility of alternative 
framings. Earth systems science has, over the last couple of decades, made the 
global climate and the interdependencies of humans and the environment scien-
tifically thinkable (Lövbrand et al. 2009), in the same way that financial econom-
ics and accounting have made the global economy thinkable. The machinery of 
satellites, globally collaborative science and increasingly sophisticated computer 
models has built science’s understanding of present and future climates. This has 
pushed many researchers to talk in terms humanity’s responsibility for the cli-
mate, sometimes expressed as a form of experiment in which we are increasingly 
self-conscious participants. Ideas of the Anthropocene and planetary boundaries, 
though clothed in scientific language and fought about in scientific terms, are as 
much political responses to a perceived lack of political action to deal with cli-
mate change. We are witnessing the continued advancement of technoscientific 
prediction and control over a debate that is unavoidably also political. Against 
this backdrop the arrival, or rather encroachment, of geoengineering looks less 
surprising. In the next chapter, I explain how the Royal Society’s assessment of 
geoengineering also contributed to the construction of the issue and its imagined 
technologies.

Notes

1 With thanks to Roger Pielke, Jr for directing me to this.
2 With thanks to Chris Stokes for pointing me to this one.
3 A description used by, among others, Washington Post columnist Robert Samuelson 

(2006) and Rex Tillerson from Exxon (Daily 2012).
4 Translated from the 1974 Russian version by the American Geophysical Union: Budyko, 

M. I. (1977). Climatic changes. AGU Special Publication 10. Baltimore: Waverly Press.
5 This example is borrowed from Alan Robock.
6 Raymond Pierrehumbert, quoted in Rotman (2013).
7 Ken Caldeira, email posted to the Geoengineering Google Group, 2 October 2013.
8 The methodological detail behind the generation and analysis of this dataset is given in 

Oldham et al. (2014). Generating this data requires many choices about what to look 
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for, what to include and why. Justifications are provided in the paper, but the dataset is 
by no means the final word on the matter.

9 Web of Science database: http://thomsonreuters.com/thomson-reuters-web-of-science/.
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4 Behind the scenes at the  
Royal Society

On Tuesday 1 September 2009, the morning after the UK’s summer bank  holiday, 
the stage was set for a bravura performance of scientific advice on geoengineer-
ing. The cast of speakers was mixed. John Beddington, the government chief 
scientific adviser, James Lovelock, the outspoken independent scientist behind 
the Gaia hypothesis, and Greenpeace’s chief scientist Doug Parr joined mem-
bers of the Royal Society Working Group on Geoengineering.1 On the report’s 
cover, underneath the title, Geoengineering the Climate: Science, Governance and 
Uncertainty, sat an image based on Watson and Lovelock’s Daisyworld, a ground-
breaking computer simulation from the 1980s that modelled the co-evolution 
of an environment and its organisms, showing a planetary system’s response to 
sunlight reflection (Royal Society 2009b). Even with this varied cast, the Society, 
a veritable institution with a long history, managed to pull off a piece of coherent 
modern theatre.

Their event was introduced by Martin Rees. As well as being the Society’s 
president, Lord Rees was at the time in possession of two other centuries-old 
titles: Master of Trinity College, Cambridge and Astronomer Royal. He sat at 
the very top of the British scientific establishment, but his approach was one 
of quiet activism rather than tub-thumping. For the launch of this report, Rees 
had a clear sense of the stage directions, but he had written his own lines. In 
the foreword to the report and in his introductory comments at the launch, he 
explained scientists’ concern about climate change and the growing pressure 
from some quarters to consider a geoengineering plan B. The Royal Society had 
detected that the debate about geoengineering had become detached from good 
science and was rolling like a loose cannon, with the potential to destabilise the 
delicate climate negotiations that were due to take place later in 2009. Their 
report was an attempt to reintroduce some scientific rigour. In the years since 
its publication, the report remains the preeminent reference point for debates 
about geoengineering and its governance. It is therefore worthy of close exami-
nation in its own right. However, its appearance also raises the question of how 
a topic that had been considered unthinkable in polite scientific company only 
a few years before became worthy of consideration by the world’s oldest science 
academy.2
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An age of experiments

The Royal Society began as ‘A Colledge for the Promoting of Physico-
Mathematicall Experimentall Learning’ in 1660. This ‘invisible college’, having 
received royal approval from Charles II, was renamed ‘The Royal Society for 
Improving Natural Knowledge’. The idea that the experiments conducted and 
witnessed by Society Fellows should speak for themselves was enshrined in the 
motto: Nullius in Verba – ‘Take no man’s word for it’. According to Lisa Jardine, 
the Royal Society gained much of its early influence from the experimental tal-
ents of Robert Hooke, the Society’s first curator of experiments (Jardine 2003), 
making him perhaps the first professional scientist, albeit in an era that predated 
the word ‘scientist’ (May 2005). Among his first contributions was, in 1663, a 
‘method for making the history of the weather’ (Sprat 1958).

Hooke’s aim was for the Royal Society ‘to improve the knowledge of natu-
ral things, and all useful Arts, Manufactures, Mechanic practices, Engines and 
Inventions by Experiments (not meddling with divinity, Metaphysics, Morals, 
Politics, Grammar, Rhetoric or Logic)’ (quoted in van den Daele 1977). The 
Society’s interest in technology remained until the 1960s, when growing policy 
interest in engineering led to the formation of a separate institution, the Royal 
Academy of Engineering (RAEng) (Collins 2010). Its relationship with philos-
ophy, the social sciences (which might in the seventeenth century have been 
lumped under ‘Grammar’) and politics were more complicated.

The Royal Society has always told stories about itself, and its history as part 
of its claim to political authority. Its self-mythologising began at an early age. 
Thomas Sprat wrote the first history of the Royal Society in 1667, seven years 
after its founding. This ‘history’ was more prospective than retrospective, acting 
instead as an official manifesto for the Society’s engagements with the world. 
Sprat defined the time as an ‘age of experiments’ (although Steven Shapin [2011] 
notes that this was a wry nod to a much-mocked innovation of the time: William 
Petty’s catamaran, christened The Experiment). Right from the start, however, 
the Royal Society was as ambitious in the social work of gaining political author-
ity as in its experimental work. Its first policy report came in 1664, advising the 
Royal Navy on the state of Britain’s forests following a massive shipbuilding pro-
gramme, with the admirably concise title Sylva. (The length of the subtitle, A 
Discourse of Forest-Trees and the Propagation of Timber in His Majesty’s Dominions, 
is more typical of the Society’s outputs.)

In 2010, the Society celebrated its 350th anniversary, commissioning various 
commentators to pick out bits of its rich history. In his chapter, Simon Schaffer 
(2010) referred to an episode in 1772 as the Society was becoming more asser-
tive in its engagements with politics. A spate of lightning strikes had prompted 
the Board of Ordnance, who had responsibility for storing gunpowder, to ask 
the Society’s advice about lightning conductors. The committee established to 
respond included both Henry Cavendish and Benjamin Franklin. Cavendish 
became famous for experiments on gases and the density of the Earth. Franklin 
had already achieved fame as an experimenter on lightning and would go on to 
be a central figure in US politics. He adopted the ‘age of experiments’ brand for 
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his own era and was referred to as the modern Prometheus (Schaffer 2010, p. 142) 
(a phrase that would come to provide the subtitle for Mary Shelley’s Frankenstein) 
for his work in understanding and appearing to control lightning.

Institutions demanded certainty from the Royal Society, and Franklin was 
willing to provide it, even though other Fellows disagreed. Benjamin Wilson, the 
leading dissenter in this case, assembled and publicly performed his own experi-
ments to demonstrate the advantages of flat-topped lightning rods over Franklin’s 
spiked ones. The Royal Society’s internal ructions were reported in the press, and 
its particular model of public trust began to wobble. The experiments that were 
supposed to speak to matters of fact without intermediation seemed to be causing 
greater uncertainty. Schaffer (2010) describes how the variety of experiments 
that took place, with varying degrees of control because of the reliance on a 
natural phenomenon, were contested to such a degree that the conclusions boiled 
down to a question of credibility – who can be trusted? (Schaffer 2010).

Scientists express constant frustration with a lack of action on climate change. 
They would all agree with David Hume that one can’t turn an ‘is’ into an ‘ought’, 
but the debate often confuses the science with the policy. In a later chapter of the 
same retrospective, climate scientist Stephen Schneider reflects on the challenge 
of credibility that still remains: ‘What constitutes enough credibility to act is not 
science per se, but a subjective value judgement on how to gauge risks and weigh 
costs’ (Schneider 2010, p. 427).

The Royal Society finds itself stuck between the ‘is’ and the ‘ought’. It is 
unsure if its role is merely to speak to the science or to use the science to speak 
out on public affairs. This lack of clarity is not a bad thing; it allows the Society to 
respond in multiple ways to a range of issues. The Fellows of the Society, elected 
by other Fellows on the basis of scientific accomplishments, express a range of 
views on the Society’s role, as they do on most matters. The Society plays a role 
in organising such views and arranging their credibility. Although its motto cap-
tures the assumption that science speaks for itself, the Society’s engagements with 
policy are, in practice, increasingly sophisticated. Many of its Fellows and staff 
are sufficiently progressive to keep ahead of trends in science policy. The Society 
takes credit, for example, for initiating the Public Understanding of Science 
movement in the 1980s and then the move towards Upstream Engagement in the 
2000s (Gregory and Lock 2008). The UK government still comes to the Society 
in search of what Schaffer (2010, p. 144) calls ‘unequivocal decision’, but in most 
cases the institution is able to reframe their requests rather than simply respond-
ing. Nevertheless, the Society is unashamedly a scientific institution, and it dis-
plays a formal scientism, in Brian Wynne’s sense of that term, presuming that 
‘science has natural sovereignty over public meanings’ (Wynne 2014). When 
it comes to issues such as geoengineering, therefore, the Society has to actively 
resist its instincts to close down the relevant issues.

Experts and public policy

The growth of political awareness about climate change has exacerbated a ten-
sion between expertise and democracy, but this tension is not new. John Dewey 
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pointed in the 1920s to the problems of governing technologically advanced 
 societies relying on specialised expertise. As Frank Fischer describes, the rise 
of expertise parallels the rise of an assertive public in a strange paradox. While 
Dewey imagined an ideal scenario in which experts would inform an increas-
ingly vocal democracy, we would seem to have ended up in a situation in which 
experts are cut off from democracy (Fischer 2000). Fischer quotes Harvey Brooks, 
US physicist and science adviser, who argued that ‘much of the history of social 
progress in the twentieth century can be described in terms of transfer of wider 
and wider areas of public policy from politics to expertise’ (Brooks 1965, p. 72).

Brooks does not see this as a result of power-hungry scientists, but rather the 
‘instinct of statesmanship . . . to turn intransigent problems over to “experts” or 
to “study groups”’ (Brooks 1965, p. 72). Climate change is a perfect example 
of this dynamic. Because it is one of the dominant science-policy issues of our 
time, organisations such as the Royal Society fixate on climate change but find 
themselves occasionally paralysed in coming to terms with it. The definition of 
the problem is so unavoidably dependent on science, and yet the solutions on 
offer demand joined-up political action, leaving science relatively impotent. 
Discussions of climate change quickly descend into differences of opinion about 
the appropriate role of a national academy of sciences. Social scientists have 
demonstrated that advisory scientists are not doing ‘“science” in any ordinary 
sense, but a hybrid activity that combines elements of scientific evidence with 
large doses of social and political judgement’ (Jasanoff 1990, p. 229). But many 
people at all levels of the Royal Society would still like to believe that their 
authority comes from a strict separation of science and politics. Many Fellows of 
the Society would agree with the popular version of the Society’s story provided 
by science writer John Gribbin:

The Royal Society itself, although allegedly founded on Baconian principles, 
certainly never took upon itself any role in the practical application of sci-
ence to the immediate direct benefit of humankind; if anything, it did the 
reverse, encouraging speculative investigation of the world by people inter-
ested in knowledge for its own sake, not for its practical utility.

(Gribbin 2006, p. 75)

The caricature here resembles the Grand Academy of Lagado described by 
Jonathan Swift in Gulliver’s Travels, a satirical institution whose esteemed 
Fellows were obsessed with pure science to the exclusion of all practical knowl-
edge (including ‘extracting sunbeams out of cucumbers’). In his valedictory 
address before handing over the presidency to Martin Rees, Robert May took 
issue with Gribbin’s description. Lord May had previously been the govern-
ment chief scientific adviser, and under his leadership the Society became una-
fraid of entering political battles. At times, their engagements were ill-advised. 
Richard Horton, editor of The Lancet, was scathing about what he regarded as 
the Society’s underhand and illegitimate meddling in a scientific debate about 
the health risks of genetically modified foods (Horton 2003). Horton accused 



Behind the scenes at the Royal Society 107

the Society of targeting a scientist, Arpad Pusztai, who had published a paper in 
The Lancet that hinted at a health risk from genetically modified potatoes. In a 
later editorial, Horton advised Rees, then president-elect, to ask himself, ‘What 
is the Royal Society for?’ (Horton 2005).

Rees is a cosmologist by background. His tenure showed no sign of a relaxation 
of the Society’s policy activities, although the mode of engagement, supported by 
a growing science policy staff, had been less clumsy than that of his predecessor. 
The Royal Society is an institution that offers myriad answers to Horton’s ques-
tion, depending on who asks, who answers and in what circumstances. The Royal 
Society can variously be seen operating as an advisory body, a research funder, a 
public relations outfit, a journal publisher, a conference facility and a gentlemen’s 
club (with a growing but still small female membership).

Time spent inside the Royal Society reveals the gulf between the desired pub-
lic image of the institution, in which, following Charles Lindblom’s terminology, 
a synoptic view of issues is required before decisions are made and the reality, in 
which the various parties involved are ‘muddling through’ (Lindblom 1959; also 
see Stilgoe 2012). The Society presents an image of scientific rationality, with its 
Fellows as the public face of its reports, but much of the work and policy expertise 
come from the staff operating backstage.3

‘Not completely stupid’

Following the publication of Crutzen’s (2006) paper, discussions about geoengi-
neering among scientists, particularly in the USA, grew. At the same time, politi-
cal and policy bodies began to raise the issue. Some, including US right-wing think 
tanks such as the Heritage Foundation, the American Enterprise Institute and 
the Heartland Institute, did so enthusiastically. The Convention on Biological 
Diversity (UNEP 1992), meanwhile, was the result of a need to regulate experi-
ments that were taking place on ocean iron fertilisation (OIF). These experiments 
had been conducted for decades, motivated by a desire to find out more about 
complex ecosystems (e.g. Coale et al. 1996) (see also Chapter 5). But since 2002 
a handful of companies had begun to claim that OIF was a sufficiently reliable 
method of carbon capture to justify selling carbon credits. Tests had begun in the 
Pacific with this in mind. Other start-ups had begun to construct ‘green’ invest-
ment schemes based on claims about biochar as a means of carbon sequestration, 
arousing the suspicion of carbon dioxide removal (CDR) researchers.

The National Academies had spoken out on the issue more than a decade 
before as part of their report on the greenhouse effect (NAS 1992). The National 
Academies, encompassing the National Academy of Sciences, the National 
Academy of Engineering, the Institute of Medicine and the policy arm, the 
National Research Council, are the US equivalent to the Royal Society and its 
sister academies, but their role is subtly different. Set up by Abraham Lincoln dur-
ing the Civil War, they are more intimately connected with government. Their 
role is to respond to the demands of the policymakers who are their paymas-
ters, which gives them larger budgets but less independence. The Royal Society 
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receives relatively little government funding for policy work, which means it can 
set agendas rather than responding to those of others. The National Academies’ 
chapter on geoengineering looks at reforestation, OIF, and what they call ‘screen-
ing out some sunlight’ using dust in space or the stratosphere (NAS 1992, p. 447). 
In hindsight, their report displays a tin ear for the politics of climate change and 
geoengineering. They downplay the uncertainties and use chaos as a reason to, 
rather than not to, ‘tinker’ (NAS 1992, p. 435). The fast-moving debate on cli-
mate change meant that while the US report served an important purpose at the 
time, its value was rapidly overtaken by other studies.

The question of geoengineering had drifted in and out of the Royal Society’s 
attention over the early years of the twenty-first century, raised sporadically by 
Fellows with interests in climate science. Geoengineering had, in the form of affor-
estation, been hinted at in a 2001 report on land carbon sinks (Royal Society 2001). 
In 2004, the Society had declined to be involved in a join US–UK workshop on 
geoengineering, a collaboration between the Tyndall Centre for Climate Change 
Research and the Cambridge–MIT Institute.4 This meeting was, for some UK sci-
entists, the first airing in a respectable, open scientific forum of some ideas that had, 
according to one attendee I interviewed, seemed as though they ‘were going to be 
bonkers’. The meeting exposed UK scientists to new people as well as new ideas. 
Lowell Wood gave a talk at that meeting about solar radiation management (SRM) 
in space and the stratosphere which, in the words of one scientist, ‘scared the shit 
out of most of the people present . . . partly the boldness, the willingness to conceive of 
doing big things to the planet and partly also because we knew where he was coming from’. 
For the Royal Society, geoengineering maintained an association with ‘nightmarish 
1960s technocratic scientists’ in the USA, according to one person close to the study.

Arguments for the Society’s speaking on the issue were at first closed down. 
Other Fellows felt that even if the Society were to criticise the current crop of 
geoengineering proposals, to speak about them would be to lend them more legit-
imacy than they were worth. The Society had to judge whether its activities 
would take the heat out of the debate or further fan the flames. Meanwhile, it 
became clear that geoengineering was receiving plenty of oxygen on the margins 
of policy and politics.

Organisations with interests in stretching or breaking the political consen-
sus on climate mitigation had begun to discuss geoengineering as an alternative 
or complementary approach. In the USA, right-wing think tanks such as the 
Heartland Institute and the American Enterprise Institute were talking up the 
prospects for geoengineering, with the latter announcing in June 2008 that ‘a 
growing number of climate scientists believe that there may be only one possible 
answer . . . a concept known as “geoengineering” . . . most scientists who have 
studied the idea believe it is likely to be feasible and cost-effective’ (AEI 2008).

Newt Gingrich, a leading Republican and former Speaker of the House, took 
things further that same month: ‘Geoengineering holds forth the promise of 
addressing global warming concerns for just a few billion dollars a year. Instead of 
penalizing ordinary Americans, we would have an option to address global warm-
ing by rewarding scientific innovation’ (Gingrich 2008).



Behind the scenes at the Royal Society 109

The Council on Foreign Relations, a non-partisan foreign-policy think tank, 
held a workshop in May 2008 starting with a conventional (but, as described in 
the previous chapter, highly speculative) scenario of ‘unilateral geoengineering’ 
(Ricke et al. 2008).

At the same time, rumours had begun to circulate that the Russian Academy 
of Sciences was keen to refer to geoengineering in the statement of the G8+5 
science academies, representing the views on climate change of the leading sci-
entists from the world’s richest nations. Yuri Izrael, a Russian scientist involved 
with the negotiations and with connections to both the Intergovernmental Panel 
on Climate Change (IPCC) and Vladimir Putin, had proposed some prelimi-
nary SRM experiments and was forthright in his enthusiasm for geoengineering 
(Sinitsyna 2008). In the end, this statement included an equivocal comment that 
‘there is also an opportunity to promote research on approaches which may con-
tribute towards maintaining a stable climate (including so-called geoengineering 
technologies and reforestation), which would complement our greenhouse gas 
reduction strategies’ (Royal Society 2008). With the looming December 2009 
Copenhagen Climate Change Conference, at which participants would attempt 
to build a binding global agreement on climate change upon a fragile political 
consensus, scientists and policymakers were keen to prevent the emerging geoen-
gineering discourse from destabilising the discussions.

The Department for Environment, Food and Rural Affairs (Defra) were keep-
ing an eye on these developments on behalf of the UK government, viewing 
this initially as an issue to do with pollution in the environment rather than 
climate change, which was the responsibility of the Department of Energy and 
Climate Change. Defra’s chief scientific adviser, Bob Watson, a previous chair 
of the IPCC, suggested to the Royal Society that it was an issue worthy of their 
consideration.

Once a person or institution decides to pay attention to an issue, activities 
that are under it are suddenly more apparent. In the summer of 2008, geoen-
gineering appeared to be ‘coming at us from a number of angles’, according to 
one Royal Society employee. Geoengineering was also circulating within the 
Society’s journal Philosophical Transactions. A special issue of the world’s old-
est scientific journal, focussing on geoscale engineering to avert dangerous 
climate change, was due out in October 2008. Some of the papers had begun 
life at the scientific meeting in 2004. Two papers argued in favour of further 
OIF experiments. Others discussed cloud brightening or stratospheric aerosols. 
Brian Launder, one of the issue’s editors, would go on to suggest to the House 
of Commons Innovation, Universities, Science and Skills Committee that the 
government should fund field trials of such geoengineering approaches (Fleming 
2010, p. 261). One working group member had begun to detect ‘a degree of reha-
bilitation’ in geoengineering research. On closer inspection of some proposals 
that had seemed outlandish, this scientist saw that ‘many of these ideas were not 
completely stupid, and worthy of investigating’.

In this way, various individuals and institutions were able to justify a growing 
interest in geoengineering with reference to the activities and research of others. 
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Even if scientists would rather the technology were never developed, they  justify 
research by the need to understand the intricacies and implications of techno-
logical development and deployment by others. The presence of this research 
then may make further research, policy consideration and even technological 
development more likely. This spiral of justification takes on some of the features 
of the arguments put forward in support of biological weapons research during 
and after World War II. In this case, countries agreed that ‘defensive research’, in 
response to the perceived or actual activities of others, was more legitimate than 
‘offensive research’, but it was impossible to completely delineate one from the 
other (Dando et al. 2006).

In July 2008, the Council of the Royal Society discussed and approved a paper 
proposing a study on ‘sustainable geoengineering’. The justification ran along 
lines that had by this stage become familiar: policies to tackle climate change 
seem to be ineffective; some form of geoengineering somewhere seems not just 
possible but likely, given its relative cheapness and the scale of political despera-
tion; there is therefore a need to inform the debate and advise on regulation. The 
Council took the decision to assemble a full working group for a year-long study, 
the Society’s highest possible level of engagement with an emerging issue.

The Council decided to proceed relatively quickly, in time to report before 
the Copenhagen Conference in December 2009. But this didn’t stop the sense of 
ambivalence felt by many inside and outside the institution. There was a general 
sense that the Royal Society report would hasten the lifting of whatever taboo 
remained after Crutzen’s (2006) intervention. Opinions differed over whether 
this was a bad thing. One working group member detected ‘varying degrees of sup-
port for the idea that the climate negotiations were clearly failing, and therefore some 
kind of alternative or supplement to the approach that had thus far been taken to those 
negotiations was required’.

Scientists with long commitments to the science of climate and the implica-
tions for mitigation to which it seemed to clearly point had previously expressed 
concerns about the growing attention given to climate adaptation. What seemed 
to be a taboo on adaptation had started to lift (see Pielke et al. 2007), and some 
of the Society’s Fellows were, according to one Society employee, worried that

‘to throw in a further spoiler to the mitigation story and to give it any air-time would 
be difficult . . . An early impression from a lot of the group members was that if 
you start talking about this and get too excited by it, then you end up giving up on 
everything else.’

This concern about adding the Society’s authority to existing speculation was 
met with arguments that the debate was happening anyway. Scientists who would 
once have treated geoengineering proposals with disdain argued that it was bet-
ter for the debate to be informed and open in the pages of scientific journals and 
reports than hidden in the corridors of power (see, e.g., Lawrence 2006). This 
transition was reflected in the Society’s working group. One employee describes 
an ‘early, nervous working group meeting’:
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‘As it evolved, it became clear that it [the issue of geoengineering] needed to be out 
there . . . There was a split in the group. There were those who “got it” and were 
vociferous in their opinion of the need to have this contained, and all of these fanci-
ful ideas being put into some kind of structure . . . And then there were those who 
were more reluctant . . . about whether we should consider it at all.’

The first set of names proposed for the working group comprised entirely scientists 
and engineers who had previously been involved with geoengineering. However, 
following the appointment of a chair, John Shepherd, and a small core group of 
scientists, including Ken Caldeira, the final working group was chosen to reflect 
the broad range of disciplines that had already considered geoengineering. Royal 
Society staff were key to stretching the definition of expertise that would inform 
the choice of people. Researchers such as Caldeira and Keith, who had already 
published research on geoengineering, were joined by self-confessed ‘outsiders’, 
scientists with a broad interest in climate change, a lawyer, Catherine Redgwell, 
and the social scientist Steve Rayner. The group decided they needed expertise 
from economics, so Gordon MacKerron, director of the longstanding Science 
Policy Research Unit at the University of Sussex, was invited to join. The group 
discussed whether to invite an ethicist on board, but decided instead to run an 
‘ethics panel’ meeting with three external experts. Brian Launder, who had been 
an editor of the special issue of Philosophical Transactions, was the only fellow of 
the RAEng on the group. When discussions began about the Society’s study into 
geoengineering, a proposed partnership with the RAEng was quickly dismissed 
on practical grounds. It was felt that it would take too long to get agreement 
between the two academies on the selection of people, division of workloads, 
budgets and text. But the Royal Society’s framing of its study and its subsequent 
defences in the face of behind-the-scenes lobbying from engineers also reveal a 
nervousness about the engineering part of geoengineering.

In March 2009, a report from the House of Commons Innovation, Universities, 
Science and Skills Committee considered geoengineering as part of an investiga-
tion of ‘turning ideas into reality’ in engineering. The committee is one of the 
House Select committees, which play an important role of parliamentary scrutiny 
of government, but they are typically under-resourced. They rely on a judicial 
model in which members of Parliament question ‘witnesses’, so the impressions 
that they provide of issues can be patchy. Nevertheless, the committee discov-
ered an important disconnect between government departments on geoengineer-
ing. The committee, searching for a policy position on geoengineering, heard 
enthusiasm from the excitable science minister, Lord Drayson. But the official 
line from the minister of state for energy and climate change, Joan Ruddock, 
was that geoengineering proposals should not allow policymakers to be distracted 
from the task of mitigating climate change by reducing emissions. The commit-
tee, failing to grasp the uncertainties of geoengineering proposals and enthusi-
astic about seizing the ‘opportunity to restructure the economy by building on 
the existing substantial strengths of UK engineering’ (House of Commons 2009, 
p. 6), demanded a more pro-active policy approach.
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Framing the report

The performance of scientific advice places great emphasis on the processes – 
working group meetings, consultations, submitted papers, peer review and such – 
that are supposed to ensure that institutions ‘get the science right’ (Lentsch and 
Weingart 2011). But studies of expertise on contentious issues suggest that the 
answers that come out crucially depend on the questions that get asked (Stirling 
2008). The way in which expert advice is sought and framed matters as much as 
the way in which it is assembled and presented.

Early discussions among the working group built a constituency around the 
importance of the project and its approach, within which the working group 
could have open arguments: ‘We had some very heated arguments, primarily on tech-
nical matters. But there was a very broad consensus from the outset about what we were 
trying to do and how to do it.’

In the constitution of the working group, the open-mindedness of the chair, the 
approach of the staff and the activities undertaken, the Royal Society’s (2009b) 
geoengineering study represented a substantial opening up of the institution’s 
normal advisory process. As with British science policy more generally, the ten-
dency had been for the Society to operate in a highly linear, technocratic mode. 
Science would speak truth to power, it was assumed. This model began to unravel 
in the 1990s with controversies of bovine spongiform encephalopathy (mad cow 
disease) and genetically modified crops, leading to evolution and experimenta-
tion taking various forms (Millstone and van Zwanenberg 2001; Stilgoe et al. 
2006). The Royal Society’s 2004 report on Nanoscience and Nanotechnology, 
undertaken in partnership with the RAEng (RS–RAEng 2004), had set the tone 
for subsequent working groups in its openness to considerations and actors that 
went well beyond the scientific. Political awareness of upstream concerns led to 
this report having the subtitle ‘opportunities and uncertainties’, as opposed to the 
more technocratic, more certain alternative: ‘benefits and risks’.

However, to turn the complex sociotechnical issue of geoengineering into a 
doable science policy study, the frame of reference had to be narrowed. This 
allowed one working group member to present the report as an example of what 
he called ‘classical science policy’:

‘All opinions on this are valid . . . as far as possible establish the scientific facts as 
a basis for a wider discussion . . . and then let battle commence, but trying not 
to let opinion influence the things that you could say something about in a factual 
way.’

For all that inputs to the scientific advice of the Royal Society were opened 
up, its cultural and institutional limitations constrain its ability to provide 
what Andy Stirling (2010) calls ‘plural and conditional’ outputs. The Society’s 
instinct is to speak with a unitary voice, the voice of science, pretending towards 
what Roger Pielke (2007) has labelled the ‘pure scientist’ mode of advice. The 
ambition to adopt a more relevant, more engaged ‘honest broker’ role, which 
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was shared by some of the more progressive Fellows and many staff, was often 
met with intransigence by those Fellows with less interest in or experience of 
political processes.

The public engagement process incorporated in the study, which I helped to 
design, was a late addition. It was commissioned long after the study had begun 
and its report had been framed; the idea was to use a small budget of a few thou-
sand pounds to run a series of focus groups and conduct a short survey. Various 
rationales were put forward for this work, with some keen to use it as a way to 
explore the relationship between geoengineering technologies, public opinion 
and public action on climate change. The engagement exercise attempted to test 
the question of whether geoengineering presented a ‘moral hazard’.

The idea of a moral hazard had, by the time of the Society’s report, become 
central to governance discussions of geoengineering. A moral hazard, as under-
stood by economists, is a situation when one party is insured against their own 
risk-taking and so becomes more likely to take risks. The reasoning is that if geo-
engineering is an insurance against the effects of climate change, the world will 
become less likely to mitigate. If the hazards posed by geoengineering are moral 
as well as environmental, these may start to be felt much earlier than the direct 
risks that might come from the testing or use of a technology. Indeed, they may 
already be happening, if the mere suggestion of geoengineering causes policymak-
ers to relax.

The moral hazard argument was initially used by critics of geoengineering as 
an argument against endorsing, developing or even researching geoengineering 
proposals. But it has quickly become an empirical, behavioural question for geo-
engineering researchers with multidisciplinary ambitions. They want to know 
whether citizens and consumers would in fact change their behaviour in the face 
of new options for climate change, or whether current approaches to mitigation 
have been shown to be so ineffective that nothing could make them worse. Given 
the complexity of climate policy, the moral hazard is a dramatic over-simplifica-
tion in which climate policy is presented as an either/or and mitigation rests on 
a fragile political consensus. The previous experience with climate adaptation, 
discussed above, is instructive here.

A number of philosophers have taken apart aspects of the moral hazard debate. 
As Ben Hale (2012) has pointed out, it is not clear where the moral hazard is 
expected to fall. Are we talking about politicians losing interest in mitigation, 
consumers making unsustainable choices, researchers turning attention away 
from climate science, or engineers giving up on clean technology? We can predict 
that at some point new technological options would lead to new behaviours and 
a redrawing of political fault lines, but the moral hazard argument as currently 
imagined makes some assumptions about geoengineering that are unwarranted. 
In the language of economics, we might ask about the credibility of the insur-
ance that geoengineering is said to offer. A technological determinist would see 
geoengineering as inevitable, if not available in the near future. To even raise 
the possibility of geoengineering is therefore to draw up an insurance policy that 
threatens to radically change behaviours in the face of climate change. However, 
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as is my argument in this book, the uncertainties are profound. Scientists, by 
claiming to know about geoengineering, may, if they are not careful in their fram-
ing, be contributing to the pretence of insurance.

The problem is not, as is often presumed, the discussion of geoengineering per 
se, but rather the presentation of geoengineering as if it is likely. To the extent 
that scientific authority itself gives emerging technologies legitimacy and is typi-
cally assumed to close down rather than open up options (Stirling 2008), scien-
tists should indeed ask themselves ‘to speak or not to speak’ (Lawrence 2006). But 
they should also consider carefully how to frame their speech. The Royal Society 
working group managed to maintain a remarkable reflexivity about its own state-
ments on geoengineering, but they were not helped by a dominant idea of a 
moral hazard that itself makes geoengineering appear concrete. As I described in 
Chapter 2, the sociology of expectations reveals that promises made about emerg-
ing technologies contribute to the shaping of particular futures. The moral hazard 
argument can be seen as part of a set of promises about the power of geoengineer-
ing. Following Mike Fortun (2005), we can therefore suggest the need for an 
‘ethics of promising’ in the claims made about geoengineering. Those, including 
myself, who support and practise deliberative public engagement around emerg-
ing technologies must also be aware that theses processes can themselves rein-
force particular visions of the future, even while attempting to open them up.

The focus groups conducted by the Royal Society revealed an instinctive dis-
taste for uncertain, high-leverage proposals, such as stratospheric particle injec-
tion, a finding that would be deepened by further qualitative social research (e.g. 
Macnaghten and Szerszynski 2013). The nuances of this concern did not make 
it into the Society’s final report (Royal Society 2009b). The short summary of 
the process mentioned instead the counterintuitive finding that people seemed 
more driven to mitigation action by geoengineering, rather than becoming more 
complacent as the moral hazard argument would suggest. The suggestion was that 
people would be scared into action by the realisation that scientists were consid-
ering such desperate alternatives. The public engagement work came too late to 
influence the direction of the report in any substantial way, except that there was 
some discussion that the findings would be useful for correcting public percep-
tions of risk from geoengineering technologies that appear to have been detected.

Despite early efforts from some on the working group to thread social, ethical 
and political questions through the whole report, the discussion on governance 
was eventually placed in its own chapter (Royal Society 2009b). The understand-
able explanation is that time constraints prevented a full consideration of the 
governance intricacies of the different options proposed or of the questions about 
responsibility in research that are the focus of this book. But the project of true 
multidisciplinary technology appraisal is also complicated by cultural assump-
tions about the relationship between science and governance that are played out 
in the operations of the Royal Society, just as they are in the production of the 
geoengineering report. A majority of the working group thought that ‘technical’ 
and ‘social’ considerations should as far as possible be kept separate. This is not to 
downplay the novelty of the approach taken. In the constitution of the group and 
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the production of the report, the Royal Society stepped well outside its scientific 
comfort zone and, in doing so, placed scientific evidence and expertise alongside 
rather than above other considerations. One working group member described 
how ‘everyone was surprised in the end by the extent to which the report stepped beyond 
the Royal Society’s usual remit. I think even the authors were surprised with “gover-
nance”, being in the title of it, or the subtitle at least’.

However, the separation of science from governance allowed for some momen-
tary relapses in the report. One group member claimed that ‘the worst thing that 
came out of that [separation] was the blob diagram’.

The ‘blob diagram’

An important part of staging a performance of scientific advice, to follow the 
theatrical metaphor, is calculating which parts of a complicated, heavyweight 
report should be projected most forcefully to the back of the auditorium. Reports 
are presented and press releases are written with some idea of what, from the 
mass of information and conjecture, the audience is expected to take home. For 
the Royal Society’s (2009b) report on geoengineering, one picture, referred to 
by those close to the study as the ‘blob diagram’, would come to represent their 
overall assessment of geoengineering (Figure 4.1).

The blob diagram contains no more information than found in the table 
of numbers on the report’s previous page. And yet, as historians and philoso-
phers of science have discussed, even if diagrams can in principle be substituted 
for words, they can play very different roles in representation, argument and 
communication.5 In their abstractions, they are, as Deleuze and Guttari (1988) 
recognise, another stage of detachment from the material world. Diagrams, like 
models, force certain choices about what to exclude, what to include and how. 
The choices behind such diagrams relate to the purposes they are trying to 
serve, but in the case of the blob diagram, these purposes were multiple and 
conflicting.

The diagram was a late addition to the report, decided upon by the working 
group during a hot London summer afternoon. Most within the group felt that a 
visual representation of the data would help inform a policy debate on geoengi-
neering options, although there was disagreement about what should go where. 
The challenge was to represent four dimensions of criteria on one diagram – 
affordability, effectiveness, safety and timeliness (how quick or slow each method 
would be to deploy). The decision was taken to place affordability on the x-axis 
and effectiveness on the y-axis and to represent safety by colour and timeliness 
by the size of blob (although, as one working group member later admitted, safety 
could equally have been plotted against effectiveness).

The movement of some of the options between drafts of the diagram suggest 
that their final locations were strongly dependent on framing assumptions. The 
idea of ‘surface albedo’, which was initially plotted as both affordable and safe, 
was switched to become unaffordable and unsafe following a discussion of the 
scale at which such an intervention might be expected to make a difference.
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Geoff Brumfiel, a reporter for Nature, called the diagram a ‘bizarre phase space’ 
(Brumfiel 2009). Others were quick to point out oddities such as the single deci-
mal place on the units of only the y-axis. Error bars were used to represent uncer-
tainty, but they were all the same size, and the dimensions of safety and timeliness 
had no error bars at all. The report explained, perplexingly, that ‘the error bars are 
not really as large as they should be, just to avoid confusing the diagram’ (Royal 
Society 2009b, p. 54). Even though the diagram managed to include four dimen-
sions of assessment, some members of the group pushed for a rethink. One told 
me that the diagram was ‘overly narrow in the criteria that it used, but also conveyed 
a greater sense of certainty about the information it contained than was warranted’.

One could, as Tim Kruger has done, take apart each dimension. The afford-
ability axis, for example, is based on cost per unit of reduction of radiative forc-
ing. The effectiveness axis similarly presupposes that the important criterion for 
success is the reduction of global average temperature. Kruger asks, ‘Why tem-
perature and not precipitation, or human suffering, or food supply, or protection 
of biodiversity, or ocean acidification . . . or a host of other potential metrics?’ 
(Kruger, forthcoming).

To illustrate the effects of these choices, Andrew Maynard (2009), an envi-
ronmental risk scientist and blogger, replotted the diagram, putting safety and 
effectiveness on the two axes (Figure 4.2). The data remain identical, but strato-
spheric aerosol is no longer at the top right.

Statements, diagrams and conclusions from institutions such as the Royal 
Society are sometimes, if politically convenient, offered or received as though 
they are the final word on a subject. In reality, such assessments are always unfin-
ished conversations. Some working group members involved with the Royal 
Society report admit the subjectivity of the blob diagram and other assessments 
within the report. They recognise, for example, that safety is itself subjective, 
highly contingent and multidimensional (I was told that ‘science does not have an 
SI unit for safety’). One defence offered was that the diagram was merely a ‘tool for 
kickstarting conversations about SRM’. But a single purpose behind the representa-
tion was never resolved. For some in the working group it was a way of indicating 
which technologies we should be most concerned about in governance terms. For 
others it was about deciding priorities for natural science research. One reviewer 
of the report went even further, expressing the need to decide priorities for the 
development of workable technologies.

A commentary by philosopher Stephen Gardiner (2011) explores some of the 
explicit and implied ethical considerations in the report. Gardiner is right to sug-
gest that the framing of the report suggests certain ethical assumptions and lacu-
nae. He notes, for example, that the possibility of moral hazard and technological 
lock-in are treated as empirical questions, claiming that there is little evidence in 
support of either. It is certainly interesting that greater certainty is demanded on 
social and ethical questions than on technological ones.

But there is a danger of reading too much rationality into its arguments. Such 
reports are trapped in a model that demands a consensus statement but deals with 
issues and in timescales that make consensus impossible. Beneath the surface, 
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such reports are always riven with little contradictions. For example, on  matters 
of economics the report argues that ‘quite apart from the limited capacity of 
simple economically focussed cost–benefit climate impacts assessment models 
to provide policy-relevant results, analyses of whether to do either geoengineer-
ing or emissions mitigation are inappropriate’ (Royal Society 2009b, p. 44). The 
report also critiques economic ‘appraisal optimism’ (Royal Society 2009b, p. 44). 
Similarly, the report foregrounds the idea that ‘technology to do [geoengineering] 
is barely formed, and there are major uncertainties regarding its effectiveness, 
costs, and environmental impacts’ (Royal Society 2009b, p. ix). But this reason-
ing doesn’t reach across to assessments such as the blob diagram.

At times in the report the language slips, and conflicting views show through 
the cracks. Stratospheric aerosols, which emerge as the cheapest, most effective 
and quickest option for geoengineering, are described at one point as ‘the most 
promising’ of the SRM proposals (Royal Society 2009b, p. xi). Elsewhere, this 
option is described as the ‘nearest approximation’ to ‘an ideal method’ (Royal 
Society 2009b, p. 49) currently in play. According to Bellamy et al. (2012), the 
calculation of stratospheric aerosols as a best option, even while disagreement 
was rife within and around the group about what ‘best’ meant, contributed to 
a closure on this in subsequent geoengineering research and policy discussions.

One of the Royal Society report’s external reviewers suggested that the uncer-
tainties surrounding the unintended consequences of stratospheric aerosols justi-
fied ruling it out as an option entirely, rather than making it a research priority. 
This reviewer saw the blob diagram as enormously problematic, recommending 
that it be cut on the grounds that a full consideration of uncertainties made 
quantification impossible. As Ted Porter (1996) has described, the whole idea of 
cost–benefit analysis, of which the blob diagram is an example, presupposes that 
incommensurable criteria can be somehow made comparable through numbers.

Social science research conducted after the Royal Society’s report reveals that 
when geoengineering options and other alternatives are assessed on a wider range 
of criteria, the uncertainties that surround them are revealed to be vast and mul-
tidimensional (Bellamy et al. 2013). Overlaid onto the original diagram (Royal 
Society 2009b, Figure 5.1), these might be represented as an error bar (or, more 
accurately, an ‘ignorance bar’) for stratospheric particle injection that stretches 
almost the full length of both axes, as well as in the original errorless dimensions 
of safety and timeliness.

Diagrams and numbers travel in ways that complicated ideas do not. The 
critical reviewer mentioned above warned the Royal Society team that their 
diagram would shed the nuances and contingencies that informed its creation. 
Nevertheless, the group proceeded, as one put it, ‘with full recognition that it [the 
diagram] would take on a life of its own’.

The blob diagram travelled quickly into the nascent geoengineering research 
community. In an early conversation, one of the Stratospheric Particle Injection 
for Climate Engineering (SPICE) team sketched for me his own version of it and 
explained their rationale for concentrating on stratospheric aerosols [pointing to 
the top right-hand corner of the sketch]:
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‘We’re looking for things that are effective and cheap, looking for things in this 
region. You work your way up here and the first one you come to is particles in the 
stratosphere, and if you think of that as being effective then how do we get the par-
ticles in the stratosphere cheaply? Here you might do it with aircraft, here you might 
do it with missiles, here you do it with balloons, a tethered balloon. So, if you, as 
an engineer, are going to research something, what are you going to research first?’

Despite the presence of the reductionist blob diagram, however, the Royal Society 
report was remarkably successful in managing to communicate the complexity of 
the issues under consideration.

The finale

The report was due to launch on the first of September. In the weeks before, 
however, the Royal Society was told about the imminent launch of a report from 
a smaller learned society in London, the Institute of Mechanical Engineers. Their 
intention to launch on the Thursday before the bank holiday weekend seemed 
calculated to steal the Royal Society’s wind. While the engineers’ report (IMechE 
2009) pretends to be a form of technology assessment, it ends up as a thin adver-
tisement for green engineering.

The engineers’ three chosen technologies – artificial trees, reflective roofs and 
algae on the sides of buildings – present a benign view of ‘soft’ (Olson 2012) 
geoengineering and allow the report to include the sort of hi-tech graphics that 
appeal to news media. Their pictures of what one Royal Society employee called 
‘ping pong paddle carbon suckers’ lining motorways and nestled among wind tur-
bines were readily picked up to illustrate subsequent geoengineering news pieces. 
But there was little serious reflection on the issues raised by more disruptive 
geoengineering proposals. The Society’s concern was that the engineers’ report 
threatened not only to satiate journalists’ appetite for geoengineering stories, but 
also to gate-crash their own careful staging of a complex issue. As it was, the 
Society’s report received plenty of attention.

If scientific advice is a performance, then a report’s recommendations are its 
triumphant finale. There is rarely a twist in the tale. Recommendations are often 
an afterthought, and many scientists on advisory groups feel either unwilling or 
unable to offer precise messages to policymakers. In its ‘truth to power’ mode, the 
Royal Society takes up an aloof position, which makes it hard to engage with the 
specific needs and constraints of policy. Occasionally, the Society will speak back 
to the scientific community about its own responsibilities, but it is more common 
for working group reports to offer general suggestions for what others should do. 
The most clichéd of these is the ever-present call for ‘more research’. We might 
find this unsurprising. As novelist Margaret Atwood (2003) puts it, asking sci-
entists for practical recommendations is ‘like asking ants what you should have 
in your back yard. Of course they would say “more ants”.’ This instinct is not 
one of greed, but is instead based on the assumption that answers are out there 
and uncertainties can be reduced. The working group shared a view that proper 
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advice was impossible in the absence of solid knowledge, and knowledge was 
impossible in the absence of research.

The Working Group on Geoengineering knew from the start of their study 
that they would push for research funds. This was an area still regarded by some 
as untouchable, and researchers detected funders’ nervousness towards anything 
that might have be seen as an endorsement. The Society requested a ‘10 year 
geoengineering research programme at the level of the order of £10M per annum’ 
(Royal Society 2009b, p. xii). Working group members and staff subsequently 
told me that they were conscious of the need not to ask for too much. They did 
not want to divert substantial resources away from other areas, especially at a time 
of funding cuts across the UK.

The recommendation for funding was modulated with other statements about 
the need to govern this research, including establishing a de minimis threshold 
above which experiments would require additional scrutiny. The other recom-
mendations each tell their own stories. The first recommendation is that mitiga-
tion should be stepped up, a message that would become the headline for the 
report’s press release. This is followed by a rejection of the idea of using unproven 
CDR schemes like biochar and OIF to claim carbon credits (see Chapter 5). This 
recommendation, which sticks out from the others for its specificity, is a direct 
response to biochar lobbyists who were seeking formal recognition of their com-
mercial potential in the run up to the Copenhagen Climate Change Conference.

The report also cemented the division between SRM and CDR, stating that 
they should in effect be evaluated separately. CDR was given cautious support, 
subject to research that demonstrated its efficacy, while SRM was regarded as 
more obviously potent, harder to govern and justifiable only in an emergency. 
Recommendations for the use of the technology were drawn up to encompass 
‘large scale experimentation or deployment’ only (Royal Society 2009b, recom-
mendation 4, p. 59). A recommendation to establish a ‘code of practice for geo-
engineering research’ (Royal Society 2009b, recommendation 7.1, p. 61) inspired 
the development of the Oxford Principles by a group including two of the work-
ing group’s non-scientists and the subsequent creation of the Solar Radiation 
Management Governance Initiative, a forum for further discussion created by 
the Society in partnership with the Environmental Defense Fund and TWAS 
(The World Academy of Sciences, established for developing countries). (The 
Society’s role in creating this initiative again marked a break from tradition. The 
norm was to launch reports and move on to new territory, rather than continu-
ing to engage in emerging issues.) The Society also offered recommendations for 
international coordination of research, the urgent policy attention of the United 
Nations, and a process of public dialogue, which would become the Experiment 
Earth exercise. However, the report’s major contribution was not its specific sug-
gestions but rather the tone of voice with which it spoke.

The working group and staff of the Royal Society were conscious that their 
various audiences would read the report in myriad ways. The tone was apologetic: 
none of the working group wanted to be working on geoengineering; they thought 
it distasteful, dangerous or ineffective. In the report’s first and last chapters and at 



122 Behind the scenes at the Royal Society

its launch the group tried to convey that this was hurting them more than it was 
hurting us, the audience. Their proclaimed reluctance and caution in assessment 
were a clear signal that unthinking enthusiasm for a technological climate fix was 
no longer acceptable. The working group emphasised over and over again their 
commitment to mitigation, with the press release for the report taking a strident 
headline: ‘Stop emitting CO2 or geoengineering could be our only hope’ (Royal 
Society 2009a). This form of scientific ultimatum is the same justification that 
Crutzen (2006) had used for speaking out a few years earlier.

Martin Rees, the Society’s president, wrote a foreword to the report that added 
an additional metaphor – geoengineering as a ‘plan B’ for climate change. The 
‘plan B’ phrase had begun to circulate in discussions of economic policy a few 
months earlier because of the uncertainties generated by the global financial cri-
sis. As with other framings of geoengineering, the implications of this were never 
completely clarified. It was not clear, for example, whether a plan B would sit 
alongside the plan A of emissions reduction or if, following the use of the phrase 
in political debate, adopting plan B meant a radical change of direction, in effect 
dispensing with plan A entirely. Either way, this was not part of the story con-
structed by the working group itself.

In response to the report (or, more precisely, in response to a guess at what the 
report would contain, given the strict embargo), ETC Group issued a statement 
criticising the ‘geoengineering enthusiasts’ on the committee and recommending 
a ‘ban on real-world experiments’. ETC speculated that a slippery slope would 
lead from growing enthusiasm or carelessness towards deployment: ‘A yellow 
light can quickly turn green . . . Even the most careful computer models won’t 
be able to predict what will happen if an experiment is scaled-up and moved out 
of doors’ (ETC Group 2009a). In their accompanying document, rushed out to 
coincide with the Royal Society’s launch, as well as taking issue with the assumed 
cheapness of geoengineering, they took a direct swipe at the Royal Society: ‘the 
Royal Society’s insular, opaque and languid process is incomprehensible at best, 
appalling at worst’ (ETC Group 2009b).

This attention to the politics of science and technology is familiar from 
ETC Group’s previous involvement in debates around transgenic crops, nano-
technology and synthetic biology. ETC (officially the Action Group on 
Erosion, Technology and Concentration) began life as the Rural Advancement 
Foundation International. They fuelled fierce opposition to genetically modified 
crops by accusing biotechnology companies of developing ‘terminator seeds’ that 
would produce a sterile next generation. They then intervened in the nanotech-
nology and synthetic biology debates to dramatic effect, releasing quick, well-
researched reports that captured and shouted about the political issues behind 
emerging technologies. ETC are often scorned by scientists, even those who 
share some of their environmental values, for underhand tactics in their represen-
tation of science and its practitioners. Their model is to create big splashes with 
few resources, using acute political instincts. Following the argument that con-
troversies provide opportunities for ‘informal technology assessment’ (Rip 1986), 
I would argue that the ability of ETC Group to bring attention and controversy 
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to emerging technologies puts them among the most influential technology 
 assessment organisations in the world.

The reception of the Royal Society (2009b) report elsewhere was substantially 
kinder. Most media reports picked up on the cautious tone. The Financial Times 
took the report as saying ‘Hopes dashed for geo-engineering solutions’ (Harvey 
2009), while Reuters heard ‘World must plan for climate emergency’ (Reuters 
2009). In most cases the message got out that research was needed, but for now 
geoengineering had been given a thumbs down as an alternative to mitigation.

Monsters and fairies

The Royal Society is a scientific institution to which many people would look for 
the authoritative, and singular, voice of science. The geoengineering report (Royal 
Society 2009b), by virtue of emanating from a scientific body, contributes to scien-
tising an issue that is social and political in myriad ways. But as with other British 
science policy institutions, the Society has begun to rethink its political contribu-
tion – albeit constrained by conservative assumptions, inside and out, about its 
proper role. Building on a model of interdisciplinarity and caution that the nascent 
geoengineering community had already established, the Royal Society attempted 
to provide an open assessment of these proposals, drawing on a range of expertise.

The Society’s concern was that, as the first national academy of science to 
devote a full study to geoengineering, it would give legitimacy to a highly specula-
tive set of ideas that had the potential to radically destabilise political discussions 
about climate change. The report was taken to the Council of the Royal Society 
for approval, where it met opposition from those who had been, until that point, 
uninvolved in the discussions. The staff and Fellows of the Society were right to 
be concerned. For anyone looking at geoengineering, including critical social 
scientists, it is easy to quickly forget how strange this idea is. Alfred Nordmann 
(2006) talks about the ‘uncanniness’ of nanotechnology – a ‘noumenal technol-
ogy’, undetectable by the senses. Although it is at the other end of a spectrum 
of scale, geoengineering technologies would be similarly uncanny. The idea of 
engineering the climate has no immediate comparisons with other engineering 
projects, and the effects and side effects would, as explored in subsequent chap-
ters, in many cases be undetectable or undescribable by non-experts and impos-
sible to completely represent scientifically. The danger is that when technologies 
are made thinkable, they become stabilised as normal, and expert assessments can 
lose sight of this strangeness. David Keith admits that ‘it is a healthy sign that 
a common first response to geoengineering is revulsion’ (Keith et al. 2010). The 
challenge is to keep hold of this while geoengineering research becomes normal. 
Keith has been honest about his own scientific enthusiasm, saying, ‘We’re hiding 
a genuine, and I think not-wrong joy in the fact that we understand something 
about the world that potentially gives us the ability to do these things’ (quoted 
in NPR/TED Staff 2013). This enthusiasm is not about unalloyed benefits of a 
technology. As with synthetic biology, geoengineering has emerged as problem 
and solution simultaneously (Ginsberg et al. 2014).
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The paper by Paul Crutzen (2006), the report of the Royal Society (2009b) 
and the subsequent growth of geoengineering research do not mean that the cat 
is out of the bag, the genie is out of the bottle or the horse has bolted (some 
of the many metaphors overheard in geoengineering governance discussions). 
The uncertainties surrounding these technologies, and the work required to make 
them real, are systematically downplayed. And while fully fledged technologies 
can be unruly, we underestimate our ability to put genies back in bottles, cats 
back in bags and horses back in stables. Geoengineering is less like a monster 
unleashed and more like the fairies in Peter Pan, which exist only as long as 
people believe in them.

The idea of a taboo presumes the existence of an unspeakable truth. 
Geoengineering is the technology that dares not speak its name. In reality, there 
is no technology that can do the things that geoengineering researchers hope or 
fear. Returning to Frankenstein, we should consider Bruno Latour’s interpreta-
tion of the story:

Just as we have forgotten that Frankenstein was the man, not the monster, 
we have also forgotten Frankenstein’s real sin . . . Dr. Frankenstein’s crime 
was not that he invented a creature through some combination of hubris and 
high technology, but rather that he abandoned the creature to itself.

(Latour 2011)

For Latour, the moral of Frankenstein is to see technologies not as things that can 
be created as good or bad, but rather as works-in-progress. We therefore need to 
think about how scientists, scientific institutions and others might care for and 
nurture technologies. The emergence of geoengineering has opened up a space 
that is both scientific and political, which scientists find themselves navigating 
with greater or lesser confidence and ambivalence. In the next few chapters, using 
the SPICE project as a case study, I discuss how scientists have begun to consider 
their own responsibilities.

Notes

1 This description owes a debt of gratitude to James Wilsdon, who described an earlier 
report from the Royal Society, this time on nanotechnology, in similar terms (Wilsdon 
and Willis 2004), drawing on Hilgartner’s (2000) analysis of expert advice as public 
drama. Wilsdon (a close colleague and collaborator of mine) was subsequently appointed 
to head up the Science Policy Centre at the Royal Society, an interesting case of the-
atre-critic-turned-director. He, along with colleagues Andy Parker, Rachel Garthwaite 
and Richard Heap, was largely responsible for encouraging the Society’s open-minded 
approach to geoengineering and other issues.

2 There is a minor controversy about this. The Leopoldina – Germany’s academy of sci-
ences – was created in 1652, but it was not granted its official charter for another 30 
years. The Royal Society was given its first Royal Charter by Charles II in 1662.

3 Because I am a former staff member of the Royal Society, this statement could be read as 
entirely self-serving. Having observed the Society’s geoengineering work, however, I can 
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attest that it would have been substantially less nuanced, less relevant and less  effective 
without the leadership of staff, in particular Andy Parker, who, after completing the 
study, went on to lead the launch of the Solar Radiation Management Governance 
Initiative.

4 For symposium report see Tyndall Centre for Climate Change Research (2004).
5 See the cluster of papers in Biology & Philosophy, 6(2), particularly Gilbert (1991), 

Griesmer (1991) and Lynch (1991).
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5 Open-air experimentation

One of the engineers on the Stratospheric Particle Injection for Climate 
Engineering (SPICE) project, Hugh Hunt, is also ‘keeper of the clock’ at Trinity 
College, Cambridge. Trinity was founded by Henry VIII, and it stands out even 
from its esteemed Cambridge neighbours for academic and architectural reasons. 
Four centuries after its founding and three centuries after Sir Isaac Newton taught 
maths there, the college now claims 32 Nobel Prize winners.

The clock sits three floors up, overlooking Trinity’s Great Court quadrangle. 
It needs winding. Hunt and I climb stairs that get thinner and steeper as they 
approach the attic room that houses the clock’s workings and the remnants of 
student projects investigating the machinery. I dutifully turn the crank that lifts 
two of the weights, and the conversation turns to geoengineering.

A 100-year-old clock seems like an odd allegory for geoengineering. Hunt 
appreciates the clock’s ‘transparency’ – the workings of the technology are imme-
diately apparent, unlike, say, that of an iPhone. Inputs and outputs can be traced 
from pendulums, through the escapement, gears, compensators and connecting 
rods and out onto the clock face. Geoengineering, if it ever gets off the ground, 
would require a hugely complicated sociotechnical system, much of which would 
be dispersed around the globe and whose effects may be invisible. But, for an 
engineer, the clock serves to illustrate the gap between current thinking about 
geoengineering and what it would take to make geoengineering a reality.

I ask whether such a clock could be made now. I’m told that it couldn’t. The 
company that made it – Smith of Derby – are still operating, but the craft skills 
and tacit knowledge have disappeared. The clock was the product of incremen-
tal improvements in understanding, design and manufacturing over hundreds of 
years. The clock follows the model of the ‘double three-legged gravity escape-
ment’ that controls Big Ben in London’s Houses of Parliament.1 Hunt mentions 
with some sadness that the Big Ben clock is so constrained by modern demands 
of control that it has to all intents and purposes stopped telling the time at all. It 
has to be adjusted to coincide with an atomic clock, so it is a mere projection of 
another machine’s time.

Surprisingly, given its name, the small world of geoengineering research 
contains very few engineers. As described in previous chapters, the framing of 
geoengineering research has prioritised assessment of the implications of the 
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technology rather than exploration of the technical feasibility of solar radiation 
management (SRM). The SPICE project changed this by putting engineering 
questions alongside more conventional scientific ones.

As one of the first major geoengineering research projects funded anywhere 
in the world, the SPICE project had few precedents to follow and few rules of 
engagement. As Fleming (2010, p. 228) has argued, much geoengineering 
research had until the early part of the twenty-first century been little more than 
‘geoscientific speculation’. There are no obvious geoengineering laboratories. 
Geoengineering research does not happen in any particular place. It draws on the 
tools of various disciplines, but it takes place at their intersections. The coming 
together of these disciplines and negotiations about which expertise is most rel-
evant and which questions are most important has happened more publicly than 
in many new areas of science. The SPICE project has therefore provided a unique 
opportunity to witness the negotiation of responsible science and innovation (see  
Stilgoe et al. 2013).

The life of SPICE

The SPICE project was born in a ‘sandpit’ run by three of the UK’s seven research 
councils: the Engineering and Physical Sciences Research Council (EPSRC), 
the Natural Environment Research Council (NERC) and the Science and 
Technology Facilities Council (STFC). A sandpit is, according to EPSRC, ‘an 
intensive discussion forum where free thinking is encouraged to delve deep into 
the problems on the agenda in order to uncover innovative solutions’. These 
occasions bring together ‘a highly multidisciplinary mix of participants . . . to 
drive lateral thinking and radical approaches to addressing particular research 
challenges’.2 The research councils are chartered to ‘support science’ on behalf of 
the government. They are officially at arm’s length from policymakers, protected 
from government interference by what David Edgerton (2009) calls the ‘invented 
tradition’ of the Haldane principle. But in practice they reflect policy priorities 
onto the scientific community, just as they negotiate scientists’ demands with 
policymakers.

The sandpit is a reflection of twenty-first-century UK science policy. Over the 
past two decades, the research councils have come under pressure to compensate 
for the postwar decline in strategic scientific research in government labs and cor-
porate research and development. So while they remain formally responsible for 
funding world-class basic research, their informal responsibilities have expanded 
to include a growing focus on innovation and impact. The long-term economic 
future of nations is seen to depend on their ability to transition to knowledge 
economies. Science is seen as a vital source of growth and transformation, but the 
scientific hegemony of Europe and the USA can no longer be assured. The rise of 
research in India and China has focussed the attention of policymakers on a ‘race 
to the top’ (Lord Sainsbury of Turville 2007; see also NAS et al. 2007).

The research councils face growing expectations to deliver more than just 
scientific research as part of a supply-side policy to address a long-diagnosed gap 
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between the UK’s stellar scientific achievements and its mediocre innovation per-
formance. The demand side of science and innovation policy receives relatively 
little attention. (According to Keith Pavitt, ‘dealing with deficiencies in business 
R&D by making basic research more “relevant” is like pushing a piece of string’ 
[Pavitt 1991, p. 117].) The current councils were created from the old Science 
and Engineering Research Council in 1994 following the Conservatives’ Realising 
Our Potential strategy paper (Chancellor of the Duchy of Lancaster 1993), which 
echoed a common refrain of UK science policy – that the UK was failing to 
benefit from its world-class science base. EPSRC was chartered to ‘promote and 
support, by any means, high quality basic, strategic and applied research’ and also 
to contribute ‘to the economic competitiveness of Our United Kingdom and the 
quality of life’ (EPSRC 1994). The other councils were given similar responsibili-
ties, but each was allowed to develop its own identity according to the particu-
lar constituencies they represented. Depending on the cultures of their research 
communities, different councils now have very different relationships with gov-
ernment, businesses and members of the public.

The sandpit is offered as a solution to a well-known research funding problem. 
Conventional peer review is seen as too conservative, too slow and too likely to 
exacerbate rather than cross boundaries between scientific disciplines. Sandpits 
have therefore been used in areas such as nanotechnology and synthetic biology 
that promise both scientific excitement and technological spin-offs while bring-
ing science and engineering to bear on social problems from gun crime to mental 
illness. According to EPSRC’s own publicity, this approach is

a unique concept in scientific thinking. It breaks down barriers and builds 
new relationships to create a world of endless possibilities. Intensive ‘sandpit’ 
workshops assemble the dynamic range of individuals and skills needed to 
attack real world problems from every angle. Groups and ideas are formed, 
reviewed and potentially funded within five days.3

Scientists apply to attend the sandpit, but they are sifted to limit the number of 
established researchers. Creativity is prized over experience, so, in the case of 
the geoengineering sandpit, few of the attendees had much previous involve-
ment with the issues. At the sandpits, a few dozen participants spend five days 
in a hotel, ‘isolated from everyday distractions and stripped of pre-conceptions’.4 
They are exposed to various devices from the toolkits of corporate teambuild-
ing and brainstorming before being shepherded by mentors into multidisciplinary 
groups. The researchers are asked to propose, discuss and review new scientific 
research projects. With an allocated research budget on the table, the aim of the 
sandpit is to award the money to the two or three best groups and their ideas by 
the end of the week.

For the scientists receiving this injection of pop psychology, it can be disori-
entating. Indeed, advocates of the sandpit approach would argue that this was 
the point. One of the SPICE researchers later reflected on what he called ‘five 
days of game show in Cornwall’: ‘We spent two days learning about each other and 



132 Open-air experimentation

throwing beanbags at each other and shouting names, no exaggeration, which was a bit 
 excruciating . . . I left feeling emotionally drained. It was an absolute rollercoaster.’

This experience, which this researcher characterised as being ‘disconnected 
from reality’, was seen by a SPICE colleague as being at the heart of their later 
troubles. SPICE is a project that has struggled to escape the crucible in which it 
was formed, the sandpit process. The researchers were new to geoengineering and 
faced with the challenge of coming up with innovative, blue-sky responses. They 
were told to emphasise innovation and scientific leadership. They were told to 
collaborate, but their potential collaborators were limited to the other people in 
the sandpit. At the same time, the teams that self-organise are all competing for 
a fixed amount of research funds. One can imagine how, for many areas of sci-
ence and innovation, such a process would produce novel, innovative, possibly 
groundbreaking research. For areas such as geoengineering, however, the SPICE 
scientists later concluded that it was utterly inappropriate. One told me that ‘in 
the space of a week . . . you can’t get people to think about it fully enough’. One of 
the engineers admitted that, when arriving at the sandpit, ‘We knew nothing about 
climate science and even less about the intricacies of dealing with highly charged social, 
political, ethical issues’.

In addition to SPICE, the sandpit produced one other project, the Integrated 
Assessment of Geoengineering Proposals (IAGP). This project aimed at a broad-
based evaluation of the various techniques suggested for geoengineering that 
involved climate modellers, engineers and social scientists. The singular focus of 
SPICE was easily justified by four decades of scientific speculation, echoed by the 
Royal Society, identifying stratospheric particle injection as the ‘cheapest’ and 
most ‘effective’ geoengineering proposal.

Despite the almost-random Brownian motion of the five-day sandpit, it makes 
sense that the scientist running the SPICE project is a volcanologist. As I described 
in Chapter 3, thinking about stratospheric particle injection has (too closely, it 
might be argued) followed research on massive volcanoes, whose eruptions spray 
particles into the stratosphere. The main collaborators who assembled around the 
SPICE project were climate modellers, chemists and engineers. In exploring the 
engineering constraints of stratospheric geoengineering, the SPICE project chose 
to focus not on aeroplanes but on tethered balloons, a deployment mechanism 
suggested by Lowell Wood, who urged would-be geoengineers to ‘pipe it up; spray 
it out’ (Fleming 2010, p. 256). Wood went on to work with Intellectual Ventures, 
a Silicon Valley firm started by serial inventor Nathan Myhrvold, to patent the 
idea, later christened the ‘Stratoshield’ (Chan et al. 2008).

By the time of the sandpit, the Cambridge engineers who would end up in the 
SPICE project had been working with inventor Peter Davidson on Davidson’s 
own idea for a stratospheric balloon, for which he applied for a patent the week 
before the sandpit was due to begin (Davidson et al. 2011). Davidson is a former 
industrial chemical engineer who spent some years within the UK government as 
an adviser on innovation policy before becoming an entrepreneur. Davidson had 
previously expressed an interest in geoengineering and was asked to be a mentor 
of the sandpit. The potential conflicts of interest were never properly resolved  
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by the Research Council organisers, although Davidson did highlight his previ-
ous collaboration with the engineers and recuse himself from key decisions.

During the sandpit, one of the mentors suggested an outdoor experiment. 
Despite scepticism about its scientific value from the engineers who would con-
duct it as well as the wider SPICE team, a proposed kilometre-high model of 
the tethered balloon joined the other SPICE work packages. One of the SPICE 
researchers joked that ‘we went for one, because it’s a round number, and kilometre, 
because it’s a standard unit’. The reasoning was that even if the outdoor experi-
ment did not reveal anything scientifically dramatic, it would grab public atten-
tion. But despite input during the sandpit from a representative of Friends of the 
Earth, who advised on governance issues, neither the researchers nor the funders 
fully anticipated the type of public debate generated by the experiment.

Informal technology assessment

The proposed outdoor experiment – SPICE’s testbed – became a sort of unin-
tended ‘breaching experiment’. Breaching experiments, according to Garfinkel, 
test the unwritten rules of social life by breaking them, ‘making commonplace 
scenes visible’ (Garfinkel 1967, p. 36). Even though the testbed constituted 
around a tenth of the project budget, it attracted almost all of the public atten-
tion given to the SPICE project. The events surrounding SPICE (see Box 5.1) 
were labelled a ‘fiasco’ by some (Nature 2011; Hulme 2012). The SPICE pro-
ject was always destined to set a powerful precedent for future geoengineering 
research. As with any major project in a new area, SPICE was not so much fol-
lowing the rules as writing them.

Box 5.1 Chronology of the SPICE project

•• 2009 – EPSRC discuss geoengineering but do not commit funding.
•• Sept 2009 – Royal Society publishes its report, Geoengineering the 

Climate, recommending funding for geoengineering research. EPSRC 
decides to allocate funding with other research councils via a ‘sandpit’ 
process.

•• October 2009 – Research councils convene a scoping workshop aimed 
at informing a programme of geoengineering research ‘which will 
allow the UK to make informed and intelligent assessments about 
the development of climate geoengineering technologies’ (EPSRC–
NERC–LWEC 2009).

•• 12 March 2010 – Peter Davidson files a UK patent application for an 
‘Atmospheric Delivery System’.

(continued)
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The science writer Jeff Goodell had already predicted that such experiments 
would be politically problematic, although his own framing was transparent:

It wouldn’t matter that the experiment would be, by any objective stand-
ards, as natural as an organically grown carrot . . . In a sense the facts 
wouldn’t matter, because to those people who are fundamentally opposed 

•• 15–19 March 2010 – EPSRC–NERC–STFC hold sandpit on geoengi-
neering research. SPICE is one of two successful proposals. Stage-gate 
process is recommended for the proposed outdoor testbed.

•• August 2010 – NERC releases Experiment Earth? Report on a Public 
Dialogue on Geoengineering, although early findings had been fed into 
the sandpit.

•• 1 October 2010 – SPICE project begins.
•• November 2010 – Workshop is held with SPICE and invited experts 

from social science and beyond to scope the criteria to be used at the 
stage-gate review.

•• 15 June 2011 – SPICE stage-gate review panel meets at Imperial 
College London. Two criteria are passed; three are ‘passed pending’.

•• 23 June 2011 – Patent application is published.
•• 7 September 2011– Phil Macnaghten, chair of the stage-gate panel, 

writes to EPSRC advising postponement of the testbed until the three 
outstanding criteria are addressed and evaluated by the panel.

•• 14 September 2011 – SPICE hold press conference at the British 
Science Festival, at which the proposed testbed is publicly announced, 
with the encouragement of EPSRC. First wave of media coverage 
occurs.

•• 23 September 2011 – SPICE tell EPSRC about the patent applica-
tion and a likely letter of objection from non-governmental organisa-
tions (NGOs). Research council meets with SPICE researchers, Phil 
Macnaghten and Richard Owen to discuss options for the testbed. 
Decision is made to postpone the testbed.

•• 26 September 2011 – EPSRC announce the decision to delay testbed; 
letter from NGOs to David Delpy (EPSRC CEO) is copied to UK 
government ministers and others.

•• 26 April 2012 – EPSRC meets with Matt Watson and Richard Owen. 
Matt Watson decides not to proceed with the testbed.

•• March 2015 – SPICE project is to complete its research.

(continued)
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to geoengineering, deliberately messing with the climate is morally and 
 ethically wrong, no matter what the scale, no matter what the impact.

(Goodell 2010, p. 187)

Stakeholders were acutely aware that before governance of geoengineering 
research or deployment had been decided upon, the potential for a big project to 
set important precedents for de facto governance had to be taken seriously. In an 
area that was relatively ungoverned, the way the experiment was designed and 
communicated came to be hugely important.

In the sense that the idea of the SPICE testbed was disruptive and generated ‘a 
minor public controversy’ (Hulme 2014, p. 61), it represented an opportunity for 
what Arie Rip calls ‘informal technology assessment’ (Rip 1986). Controversies 
are often assumed to represent some sort of failure, but if we consider the myriad 
uncertainties surrounding emerging technologies, they are a vital way for society 
to make sense of technology. Following Rip’s argument, the questions and answers 
that fall out of such public debates are less controlled than conventional expert-
led technology assessment and so may be a more reliable guide to the public cred-
ibility of emerging technologies. Controversies provide an early, public airing of 
the conflicts and terms of contestation that are likely to define a technology’s 
emergence. They challenge taken-for-granted assumptions about science and 
technology (Brante 1993; B. Martin and Richards 1995). They are opportunities 
for innovators to slow down, rethink and gain new awareness (Whatmore 2009). 
Steve Epstein, in his case study of AIDS activists, has argued that ‘debates within 
science are simultaneously debates about science and how it should be done – or 
who should be doing it’ (Epstein 1996, p. 3, original emphasis). The public nature 
of the SPICE project meant that such discussions became more visible, allowing 
for what Nerlich and Jaspal (2012, p. 132) call ‘frame shifting’. While society 
might benefit from controversies that are not just inevitable but healthy, the 
scientists caught up in a controversy can experience some discomfort. After their 
project had been funded, the SPICE scientists were informed that they would 
have to direct at least part of the efforts towards a new, experimental form of 
governance constructed by the research councils.

EPSRC, as the lead funder of SPICE, were advised by one of the sandpit men-
tors that the testbed might demand heightened scrutiny. Following discussions 
with social scientists, including my subsequent collaborators Richard Owen and 
Phil Macnaghten, EPSRC subjected the SPICE project to a stage-gate before the 
testbed was due to go ahead. Stage-gating is a well-known technique for compa-
nies in new product development, where the decision criteria typically relate to 
technical and market potential. For SPICE, there were five criteria, relating to 
the dimensions of responsible innovation I described in Chapter 2. These criteria 
are described in Table 5.1, along with the recommendations of the stage-gate 
panel.

The first two of these criteria were conventional, demanding assurances of 
safety and compliance with relevant regulations. Criteria 3, 4 and 5 were more 
challenging, asking for reflection and deliberation on the context surrounding 
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the SPICE project. The stage-gate process was appended to the SPICE project 
after it had been funded, demanding supererogatory engagement from the SPICE 
team. The SPICE researchers conducted substantial extra work on their own – 
unfunded by the research councils – exploring the societal context of emerging 
technologies, as well as working with me with some small additional funding. 
This process, the stage-gate and its relationship with ideas of responsible innova-
tion are more fully described in a paper by Stilgoe et al. (2013). As an experiment 
in governance it provided an opportunity for collective learning, as well as a 
forum for the discussion of issues that were starting to be aired in public.

Publicity and postponement

The SPICE testbed was formally announced at the British Festival of Science in 
Bradford in September 2011. A cycle of discussion and editing had toned down an 
initial press release that emphasised the novelty and excitement of geoengineer-
ing technologies. But by the time of the press conference, an early news piece in 

Table 5.1 Overview of stage-gate criteria and panel recommendations

Criterion Panel  
recommendation

Comment from the Research  
Councils (abridged)

1 Risks identified, 
managed and deemed 
acceptable

Pass No further information required

2 Compliant with 
relevant regulations

Pass No further information required

3 Clear communication 
of the nature and 
purpose of the project

Pass pending Additional work is required:  
(1) a communications strategy; 
(2) a commitment to two-way 
communication; and (3) a ‘sticky 
questions’ briefing

4 Applications and 
impacts described and 
mechanisms put in 
place to review these

Pass pending Additional work is required:  
(1) more information on the envisaged 
milestones and associated questions 
that will need to be addressed before 
deployment of the testbed;  
(2) a literature review of risks, 
uncertainties and opportunities of solar 
radiation management including social 
and ethical dimensions

5 Mechanisms identified 
to understand public 
and stakeholder views

Pass pending Additional work is required:  
(1) stakeholder mapping exercise;  
(2) engagement with stakeholders; and 
(3) ensuring that key stakeholders are 
aware of the testbed
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The Guardian had drawn a solid line connecting the experiment to the proposed 
full-scale technology. Under the headline ‘Want to Mimic a Volcano to Combat 
Global Warming? Launch a Wembley-Size Balloon’, the story announced ‘the 
world’s first major “geo-engineering” field-test . . . The ultimate aim is to mimic 
the cooling effect that volcanoes have when they inject particles into the strato-
sphere’ (Vidal 2011).

John Vidal, environment correspondent at The Guardian, had reported two 
months earlier on a June 2011 meeting of an Intergovernmental Panel on Climate 
Change (IPCC) working group on geoengineering, focussing on an open letter 
of opposition organised by ETC Group (2011). The September story similarly 
included critical quotes from NGO spokespeople, repeating the arguments that 
stratospheric particle injection was so risky and uncertain as to make research at 
best pointless and at worst dangerous.

Subsequent coverage, following a press conference with the Science Media 
Centre at which SPICE researchers discussed their own concerns, was less criti-
cal. The assembled UK science correspondents covered the story with the uncrit-
ical conventions of science journalism, highlighting the novelty of the project, 
describing it as ‘bizarre’, drawing allusions with science fiction and repeating 
references to an ‘artificial volcano’. There was little mention of the stage-gate 
governance process or public deliberations in which the project had already been 
involved. But the SPICE researchers were quoted describing the uncertainties 
and controversies involved and the need to ‘stimulate public debate’.5

The new public prominence of the SPICE project had attracted the attention 
of a group of small NGOs similar to those who had complained about the IPCC’s 
recent interest in geoengineering. Their open letter – ‘Say No to the “Trojan 
Hose”: No SPICE in Our Skies, Say Environmental Justice Groups’ (ETC Group 
2011) – was copied to the heads of the research councils, five government min-
isters and the vice chancellors of the universities involved. The letter rejected 
the idea that this was mere university science, instead seeing the experiment as a 
statement of British national interest in geoengineering. The response from Chris 
Huhne came weeks later, repeating the argument that ‘geoengineering research is 
not a first step to deployment; rather it increases understanding of the issue and 
allows rational discussion and evidence-based policy to be developed’.6

On 26 September, EPSRC announced the decision to postpone the experi-
ment, on the advice of the stage-gate panel, to allow for engagement with 
stakeholders. The journal Nature, which, as well as being a leading scientific pub-
lication, provides in its front-half news and comment section a forum for discus-
sion and norm-setting on science in general, reported the postponement of the 
trial as a response to NGO concerns (Nature 2011). In reality, the decision had 
been made by the research councils before they had received the letter from the 
NGOs.

Earlier in the summer of 2011, a patent application had been published relat-
ing to an ‘Atmospheric Delivery System’ (Davidson et al. 2011). Few people 
noticed, or drew the link back to the SPICE project, even though the owner of 
the patent, Peter Davidson, was one of the mentors at the sandpit that awarded 
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funding to SPICE and the other two named inventors, acting as consultants on 
the invention, were SPICE researchers. This was not the first patent applica-
tion relating to stratospheric aerosol injection (see Chan et al. 2008; Oldham 
et al. 2014), but the other researchers on the SPICE project were surprised to 
discover that their research was overshadowed by a patent application. This had 
come to light while the SPICE team were preparing their responses to some imag-
ined ‘sticky questions’ as part of the work demanded by the stage-gate panel. The 
realisation that the application had been filed less than a week before the sandpit 
began prompted EPSRC to ask whether there had been a conflict of interest. The 
research council appointed two of its members to begin a review. Their report was 
not fully published, but EPSRC promised to review how money was apportioned 
in its sandpit processes. EPSRC released a statement saying that

the sandpit was carried out in accordance with standard EPSRC guidelines 
and the funding decisions taken at the sandpit were sound . . . as a result 
of the patent applications, it was possible for an observer to develop a per-
ception that conflicts of interest could exist but found that there was no 
evidence to suggest any individual used their position to influence the com-
mitment of public funds for their own benefit.

(EPSRC 2012)

If nothing else, this episode clarified the markedly different assumptions made by 
various actors about what is regarded as problematic in the governance of science. 
For the engineers, patenting is a normal part of their research. For some ideas, it 
is seen as a more reliable way to assert their intellectual property than publishing 
scientific papers. (The SPICE engineers had previously found a draft of one of 
their papers uploaded without their permission while it was being peer reviewed.) 
The other SPICE scientists, who were told about the patent application three 
months after it had been published, following the testbed press conference, were 
less familiar with the idea of patenting as a normal part of science. Matt Watson 
was told about the existence of the patent application by Marshall Aerospace, 
a company acting as consultants for the testbed part of the project. He was still 
coming to terms with what this might mean a few days later when the SPICE 
team assembled for one of their regular meetings. Watson later admitted on his 
blog that the discovery of the patent application had caused him ‘significant dis-
comfort’ (Watson 2012).

EPSRC did not regard the question of conflicts of interest as sufficiently trou-
bling to either change the process of the sandpit or the people selected to act as 
mentors. Their lack of attention is a symptom of the wider assumption in research 
funding that not only sees patents as unproblematic but actively encourages pat-
enting activity. EPSRC’s website states that ‘it’s important to make arrangements 
for managing the intellectual assets generated by research projects. We encourage 
the exploitation of the results of all the research we fund’.7

Geoengineering was seen as just another research area, proceeding under nor-
mal rules. But, as I will discuss in the next two chapters, the disciplines involved 
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have very different norms. While the individual SPICE researchers wrestled 
with their own ambivalence about geoengineering, the patent application lurked 
behind them as a fairly unequivocal statement of intent. As one of my interview-
ees put it, ‘It isn’t just a balloon in the air any more when the patent ties it explicitly to 
geoengineering.’

Reactions to the disclosure of the patent application crossed a wide spectrum. 
Working with EPSRC and SPICE to consult stakeholders on these issues, I found 
that some of the more bullish geoengineering researchers outside SPICE, par-
ticularly in the USA, could not see what the fuss was about. For them, patenting 
encourages openness, competition and innovation, which they see as preferable 
to corporate secrecy. At the other end, there was concern that this might be a 
small step towards what one interviewee called ‘corporate ownership of the control 
of global temperature’, which would narrow the space for independent testing and 
governance. Few could imagine a scenario in which global SRM could become 
a marketable commodity. There would be industrial interests in the components 
and infrastructure, but this situation would be more mundane than a climate-for-
sale. However, most recognised that the uncertainties surrounding geoengineering 
justified caution rather than what some NGO representatives saw as re-treading 
the footsteps of biotechnology, in which intellectual property had become a form 
of de facto governance, generating patent thickets, crowding out particular play-
ers and preventing potentially beneficial innovation (Jasanoff 2007).

Patents are increasingly recognised as incapable of containing the politics of 
new technologies (Hilgartner 2009). They shape innovation in particular direc-
tions but are rarely treated as problematic in themselves. The Royal Society 
(2009) report, for example, mentions neither intellectual property nor patents. If 
they were considered, the assumption was that they would be irrelevant or that 
normal rules would suffice. Since the publication of that report, David Keith had 
been arguing that patents on SRM should be banned (quoted in Mulkern and 
ClimateWire 2012). Shobita Parthasarathy et al. (2012) had previously suggested 
that geoengineering inventions might be treated as a special case in intellectual 
property law as nuclear technologies are.

The story of SPICE’s entanglement with intellectual property is not the conspir-
acy aimed at ‘privatisation of the global troposphere’ imagined by Philip Mirowski 
(2013, p. 341). The SPICE story does not reveal a deliberate plot, but rather a lack 
of deliberation on assumptions, a stumbling towards governance-by-default. Many 
of the concerns of those within and outside SPICE relate to the danger of making 
rules by precedent and accident. The response of the SPICE researchers demon-
strates the positive power of governance-by-precedent, too. Following the realisa-
tion about the patent application, the researchers and institutions involved in 
SPICE changed their collaboration agreements so that intellectual property would 
not be divided up as usual. The new agreement prevented any of the researchers 
involved from capturing any intellectual property from SPICE research.

The debate around SPICE tugged on the expectations and norms of science, 
policy and interest group communities. SPICE provided the substance for a con-
versation about the morality of geoengineering and geoengineering research. 



140 Open-air experimentation

A  letter from the Royal Society’s then president, Sir Paul Nurse, argued that 
geoengineering research was like pharmaceutical testing and should be encour-
aged on the same grounds (Nurse 2011). A Nature feature article in April 2012 
drew comparisons between the travails of SPICE and recent research on, vari-
ously, mutant influenza, functional magnetic resonance imaging brain scans, laser 
nuclear fuel enrichment and prenatal genetic diagnosis to suggest the emergence 
of new ethical dilemmas in science (Brumfiel 2012).

The announcement that the SPICE team had decided not to run the testbed drew 
another round of media coverage. The SPICE team’s decision, and the reasons given, 
provided an opportunity for more thoughtful commentary on the politics of geoengi-
neering research. The decision prompted an editorial in Nature (2012) that called for 
‘a charter for geoengineering’, alongside a news article in the same issue highlighting 
the patent application associated with the project (Cressey 2012). The editorial used 
SPICE as evidence of a clear ‘problem’ with geoengineering research. The ‘SPICE 
fiasco’ was described as a ‘perfect example of the problems that will persist until geo-
engineers grasp the nettle of regulation and oversight’ (Nature 2012, p. 415). The 
editorial was troubled by ‘the lack of an overarching governance framework’. There 
has been much discussion of the need for ‘governance before deployment’ (Rayner et 
al. 2013) and ‘governance before research’ (Hamilton 2013). But it is only through 
public experimentation that it becomes clear what is at stake. We cannot disentangle 
research from governance. Both are exploratory. Research involves, at one level, the 
discovery of what is at stake. As will become clear in this chapter, we need to find 
ways to connect rather than separate the science and the governance and to realise 
that in some respects they may be one and the same thing.

‘The imaginary made real’

As described in the first chapter, the balloon experiment itself acted as a focus 
for stakeholder concern, but almost nobody took issue with the direct, proxi-
mal effects of the experiment. Everyone – NGOs, scientists, policymakers and 
 others  – agreed that the experiment would have negligible local risk or that 
whatever direct risks would arise would be well understood and mitigated by 
the researchers. Concerns instead related to the balloon as a symbol of other 
issues – ‘the imaginary made real’, as one stakeholder put it. Interviews with NGOs, 
 scientists and others outside the experiment reveal the tone of concern:

‘The trial wasn’t risky, but it was being done for a reason, and the reason is 
risky . . . It was clear that this wasn’t pure research. The purpose was the problem.’

‘One question that is too infrequently asked is “why?” It’s not a specific concern 
about the impacts of any one experiment. It’s a concern about the implications of 
those experiments.’

‘It suddenly becomes real. Not just some scientific fantasy . . . This technology 
is going somewhere . . . It gives momentum. It breaks a barrier. It’s not desktop 
research any more. It’s not speculation using models. It’s real, it’s tangible, it’s 
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up there. You can see it. You start to think about what it can do and how it might 
go wrong. It’s much more than a little one-kilometre hose hanging off a balloon in 
Essex or wherever it’s going to be. It has tremendous symbolic significance to all 
sorts of people in all sorts of ways. It changes the game. It’s a milestone . . . Project 
forward and look back and see the trajectory and you can see why it could be, or 
could have been, a very notable move along that trajectory. And I think that’s what 
people inside the technology, inside that world, are unable to see.’

Although they would provide different arguments, the SPICE scientists would 
agree with the conclusion of one NGO representative that ‘SPICE is about so 
much more than a field trial of an injection nozzle’. For environmental NGOs, geoen-
gineering research was seen as what one called a ‘cutting edge geo-politically relevant 
endeavour’. NGOs therefore deemed it reasonable to scrutinise research projects 
in a political light. UK policymakers had, at this point, been relatively silent 
on geoengineering, although they had begun discussions at a meeting on the 
Convention on Biological Diversity:

‘The British Government hosts a meeting to discuss potential impacts of geoengineer-
ing on biodiversity . . . and then suddenly the SPICE thing comes out and you’re 
thinking to yourself, “what signals is the British Government trying to send?” . . . I 
saw the SPICE project more as a signal than as an engineering experiment.’

‘The reason SPICE got jumped on is because it didn’t appear to be cognisant of the 
social and environmental debate going on around it.’

In the SPICE project’s presentation to the press the sense of an urgent assess-
ment of a potentially troubling technology was accompanied by a competing 
narrative. The narrative followed the tone set at the sandpit of an exciting first 
step towards British scientific and technological leadership. The project itself was 
funded by the Research Councils, whose agendas are officially disconnected from 
central government policymaking, a point which government emphasised in its 
own statements about SPICE. But connections were drawn through the science 
policy assumptions to which the project and its funders subscribed. One NGO 
representative saw SPICE ‘trying to plant the flag of leadership’ in geoengineering. 
The publicity invited by and accorded to the SPICE testbed forced an explicit 
discussion of previously implicit assumptions. As one of the first geoengineering 
research projects, SPICE provided a seed for the crystallising of concerns about 
possible and desirable futures, the role of science in bringing these about, and the 
legitimacy of different perspectives in setting research agendas.

Some of my interviewees – scientists as well as NGOs and others – chose to 
criticise the science rather than the perceived politics behind the SPICE testbed:

‘The wrong science at the wrong time . . . ’

‘Experiments in geoengineering should focus on understanding the efficacy of geo-
engineering – how well it will work – or understanding what the risks are and 
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reducing them . . . And this experiment did neither and so it was misconceived 
from the start.’

‘I see the fun in it, but I’m not sure scientifically it made any sense . . . I mean, 
it’s a symbol for the project.’

Ray Pierrehumbert, a climate scientist who regards stratospheric aerosol injection 
as ‘barking mad’, dismissed outdoor experimentation as dangerous:

The whole idea of geoengineering is so crazy and would lead to such bad 
consequences, it really is pretty pointless. We already know enough about 
sulfate albedo engineering to know it would put the world in a really precari-
ous state. Field experiments are really a dangerous step on the way to deploy-
ment, and I have a lot of doubts what would actually be learned.

(Quoted in Rotman 2013)

David Keith had previously cautioned that

taking a few years to have some of the debate happen is healthier than rush-
ing ahead with an experiment. There are lots of experiments you might do 
which would tell you lots and would themselves have trivial environmental 
impact: but they have non-trivial implications.

(Quoted in The Economist 2010)

He publicly criticised the SPICE experiment during a BBC interview:8

I personally never understood the point of that experiment. That experiment’s 
sole goal is to find a technocratic way to make it a little cheaper to get materi-
als into the stratosphere. And the one problem we don’t have is that this is too 
expensive. All the problems with SRM are about who controls it and what the 
environmental risks are, not how much it costs. It’s already cheap. So from my 
point of view, I thought that was a very misguided way to start experimentation.

On further questioning, it was clear that for some scientists this criticism of the 
science reflected an instrumental concern that the controversy in which SPICE 
found itself would jeopardise emerging and fragile geoengineering research agen-
das: ‘My fear is the premature efforts could spur some kind of regulatory or funding 
backlash that would have a negative impact on future research.’

Scientists typically held more or less well-articulated research agendas with 
which SPICE was seen to clash. In the sense that all experiments need to hold 
on to particular certainties in order to probe areas of uncertainty (Rheinberger 
1997), the SPICE testbed clashed with a particular set of assumptions about what 
should be under investigation. The Royal Society (2009) report had concluded 
that stratospheric aerosol injection was the cheapest and most effective geoen-
gineering proposal currently on the table. For some geoengineering researchers, 
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this answered their questions about affordability and efficacy. For the SPICE 
team, who justified the testbed with reference to the Royal Society’s diagram, it 
was an invitation to further research.

Geoengineering, as with any emerging interdisciplinary area, brings together 
different disciplines and different assumptions. As I will explore more in Chapter 
7, the confluence of different uncertainties leads to very different ideas about 
desirable and important research. Some uncertainties, such as the atmospheric 
and meteorological effects of SRM, are deemed important targets of (indoor) 
research. Others, such as those surrounding the feasibility and cost of actual engi-
neering, are seen as secondary – an irrelevance or a task for another day. These 
implicit ideas of ‘well-ordered science’ (Kitcher 2003), which are far from merely 
‘scientific’, bump up against Cicerone’s call to ‘proceed as we would for any other 
scientific problem’ (Cicerone 2006, p. 223). Not only is geoengineering more 
than merely ‘scientific’, but scientific problems also each possess their own norms 
and assumptions about how to proceed, which may be contested but are more 
likely hidden.

Some NGO representatives accepted that technological testing might be 
valid on the grounds that tests, if taken to breaking point, might rule out 
particular options. They might see the sense in these views from one of the 
SPICE engineers:

‘We have people quite prepared to talk about technology on the assumption that 
they will work, and yet we don’t know any of them will work. And I don’t mean 
“Oh well, if I inject this at this point will it . . . switch off the Indian monsoon, or 
will it reverse the Jet Stream”, No, I’m not talking about that, I’m talking about 
“Can we do it? Is it actually physically possible?” . . . We’ve had 10 years’ worth 
of geoengineering research and we know nothing. We really know nothing. And, 
you know, that’s just an embarrassment . . . Let’s start doing some research, and 
then we discover that, actually, a balloon with a pipe is not feasible because the 
materials are . . . not available then how about we find that out now rather than 
in twenty years’ time?’

From the perspective of the NGOs, the experiment looked less like a test of a 
technology and more like a performance, a public display of technological cer-
tainty. In this sense, as with other public experiment studies by science and tech-
nology studies scholars, the proposed experiment was contested on the grounds 
that it was not sufficiently experimental (see Collins 1988):

‘If the concept is to spray water out of a nozzle, what theoretically can go wrong? I 
mean you can perhaps not get enough pressure up there to spray it out but then you 
just say we need more pressure . . . it’s so simplistic. In a way it was almost . . . a 
kind of failsafe experiment that was going to be a way in which those interested in geo-
engineering would be able to convince the media and some sections of the public that 
it works . . . The idea of testing a kilometre long pipe held by a balloon to pump water 
vapour sounded laughable because we know that with enough time and money that’s a  
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piece of cake. There’s nothing that can go wrong. If we put a man on the moon before 
I was born, of course we can hang a pipe from a balloon and pump some water.’

‘We don’t believe that anybody is launching an experiment of this scale to find out 
it doesn’t work . . . I don’t buy that in general the reason to do these experiments 
is to take geoengineering off the table.’

The SPICE engineers, reflecting on the reception that greeted their proposed 
testbed, wondered aloud in team meetings whether things would have been dif-
ferent had they not sprayed out the water, or if the balloon had been at 999 
metres instead of a kilometre. As part of a serious discussion about the ethics of 
scaling up technological experimentation, the engineers half-jokingly questioned 
whether the tiny model balloon-on-a-string that they had built inside their lab 
was itself controversial. Following the decision to shelve the testbed, they pro-
posed visiting a tethered balloon in Japan, launched for the very different purpose 
of a robot rope-climbing competition. They wondered if this visit would meet 
with objections similar to those levelled at their balloon experiment. For the 
engineers, used to evaluating things in terms of impacts and practicalities, to 
have been judged so harshly for their intentions was confusing. They asked each 
other and me what it was about the experiment that so bothered people. Having 
initially considered the experiment unproblematic, one of the team later said,

‘I can see the reasons why the one kilometre testbed is controversial, but . . . it’s 
not because of what we want to do in SPICE, it’s because of the way people per-
ceive geoengineering, not about SPICE . . . we are rehearsing within this rather 
small project the debate which has to happen globally. It’s fantastic . . . . Yes, I’m 
disappointed with the delay but it has certainly given the project much more promi-
nence than it might otherwise have had.’

Another SPICE engineer concluded that ‘going ahead with it would set a precedent 
for outdoor geoengineering tests and there was no governance structure that could man-
age this’.

Following the cancellation of the testbed, Hugh Hunt gave a public lecture in 
which he concluded that the experiment had raised important questions:9

Where does geoengineering stop and research begin? Or is it all mixed in 
together? This experiment . . . looks as if we’re serious about doing geoengi-
neering . . . You get so excited about the technology that you forget . . . that 
we are screwing up our planet, and is it right to screw it up even more? Who 
should ask that question? Who should say whether this research should carry on?

The engineers have come to terms with a discussion, described below, that is 
taking place among the geoengineering community about where to draw the line 
that defines public concern. Their realisation is that such lines can’t be drawn in 
any simple sense.
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Scientific experimentation is rarely as playful or speculative as popular 
 portrayals of science would suggest. Given scarce time and research money, we 
cannot expect scientists and engineers to exhaust every option. So an experiment 
implies at least a degree of endorsement. Testing tends to focus on something 
likely to be successful, with the odds tipped more firmly in this direction if the 
experiment is public and visible. As Latour (1990) and Schaffer (2007) describe 
with reference to Archimedes and Guericke, respectively, a well-constructed 
public experiment carries a political weight far greater than more abstract, more 
widely applicable mathematical claims. Critics of the SPICE project saw it as a 
demonstration (in both technical and political senses of that term; Barry 1999) 
of technological hubris, designed to speak for itself and so change the debate on 
geoengineering.

Many of the lines of debate that were heard around SPICE were echoed within 
the project itself. One SPICE researcher admitted that the experiment seemed to 
be ‘opening the gates to something else’. Another SPICE scientist told me, ‘I totally 
agree with all the concerns that the public had and we hadn’t really thought about them 
and talked about them.’ The team would, later in the project, discuss and engage 
with such concerns at great length. For the non-engineers in SPICE, the testbed, 
which one referred to as ‘the world’s biggest water feature’, seemed to be a step 
towards a future that they regarded as hugely troubling.

As the SPICE team grew to appreciate their project’s entanglement in the poli-
tics of geoengineering, they developed nuanced understandings of the dangers of 
lock-in and the slipperiness of the slope towards deployment. Unlike other areas of 
emerging science, such as nanotechnology or synthetic biology, in which research-
ers are typically optimistic about the sociotechnical futures being imagined, the 
SPICE team were ambivalent, if not terrified, about a geoengineered future.

Governing experimental systems

The reframing of the SPICE testbed represents a radical expansion of the experi-
mental system. The experiment was initially viewed by the researchers and the 
funders as a test of a technology. The system was seen as a purely technical one. 
The implications and risks seen as relevant were direct ones – the risks to partici-
pants, local communities and bystanders. The relevant public was seen as those 
people in the immediate vicinity of the airfield on which it would take place.

The reframing of the SPICE experiment in public led to a rethinking of the rel-
evant public and the relevant issues. The experimental system extended beyond 
the immediate apparatus to encompass an imagined technological trajectory at 
which the balloon appeared to point. The relevant environmental risks therefore 
were not just the direct ones but the indirect and uncertain risks of large-scale 
geoengineering. The SPICE experiment was not the first outdoor geoengineer-
ing experiment, nor was it the most controversial. But it was the first outdoor 
experiment to not only label itself unashamedly as a geoengineering experiment, 
but also to engage with the wider questions in which it was entangled. It there-
fore shouldered additional responsibility for setting particular precedents and 
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engaging with the ‘second order risks’ (Wynne 1992) of  subsequent  developments. 
In  engineering parlance the system, imagined at first to be closed, came to be seen 
as open, not to the flow of energy and mass, but to flows of knowledge, interests 
and opinions.

In the sense that SPICE invited public attention, it consciously expanded its 
public, although there was no obvious answer to the question of when this expan-
sion should stop, given that a successful geoengineering technology would in 
principle make the entire global population stakeholders. Recognising the exper-
imentality of this public engagement, some SPICE researchers collaborated with 
their counterparts at the IAGP, which included social scientists with experience 
of deliberative engagement. They conducted a small public engagement exercise 
at which the SPICE experiment was used as a stimulus. The concerns that were 
drawn out reflected well the debate that was taking place concurrently among 
stakeholders. The experiment was seen as posing some new local risks, but most 
worries related to the idea of geoengineering itself and the role that SPICE would 
play in bringing this about (see Pidgeon et al. 2013 for a report of this work).

Experiments involving other forms of geoengineering had brought similar 
questions to light. In 1999, a proposed experiment in carbon sequestration off 
the coast of Hawaii, which most scientists agreed was environmentally inconse-
quential, attracted fierce opposition from local communities and international 
environmental NGOs, who contested not just the safety of the experiment 
but also the politics of technofixing the problem of carbon dioxide emissions. 
The experiment was moved from Hawaii to Norway but met similar resistance 
(de Figueiredo et al. 2003).

More relevant to SRM, the Eastern Pacific Emitted Aerosol Cloud Experiment 
(E-PEACE) in 2011 measured the reflective effects of various particles using a 
ship, an old Army smoke generator and an aeroplane. A scientific paper pub-
lished by the researchers framed the results in terms of ‘gaps in fundamental 
understanding of cloud processes’, asking ‘how can the understanding of cloud 
responses to increased aerosol levels be represented in theories and models of the 
climate system?’ (Russell et al. 2013). The experiment was not initially described 
as relevant to geoengineering. Rather, it sought to investigate cloud formation, 
one of the more important but poorly understood parts of the climate. However, 
a concurrent paper from the project’s leader, published in a National Academy of 
Engineering magazine, linked the study explicitly to geoengineering, in particular 
the cloud brightening approach put forward by Latham and Salter (Latham 2002; 
Salter et al. 2008). This paper concluded that ‘the E-PEACE results provide a 
proof of concept that cloud brightening to reduce global mean warming is pos-
sible, with existing, decades-old technology, for some cloud conditions’ (Russell 
2012, p. 14).

Blurring the lines between science and geoengineering still further was a 2012 
experiment by the Haida Salmon Restoration Corporation (HSRC) off the coast 
of northern Canada. More than 100 tonnes of iron sulphate was dumped from 
a ship far enough off the coast to be in international waters, which, like the 
stratosphere, represent an under-governed space. This ocean iron-fertilisation 
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(OIF) project was justified by the Haida Nation community as an attempt to 
explore whether salmon populations could be brought back to previous levels by 
improving the fish’s food stocks. However, at various times, additional justifica-
tions were offered for the iron dumping. While community leaders had imagined 
the experiment to be only of local interest, suspicion grew that there were grander 
motivations in play. Campaigners, including ETC Group, drew the connection 
to geoengineering and questioned the legality of the action. The Guardian pub-
lished a story headlined ‘World’s Biggest Geoengineering Experiment “Violates” 
UN Rules’ (see Buck 2014).

Part of the reason for controversy in the HSRC case was the involvement 
of Russ George, a professed ‘garage experimenter’ with interests in cold fusion. 
George had previously conducted some amateurish OIF experiments (using a 
boat loaned by the singer Neil Young). George and his company Planktos (motto: 
‘Save the world, make a little money on the side’) were interested in using OIF to 
sell carbon credits – an idea that subsequently found its way into the novel Solar, 
Ian McEwan’s (2010) satire of eco-capitalist science.

OIF had interested geoengineering researchers since oceanographer John 
Martin first described the ‘iron hypothesis’ in 1988 (J. H. Martin and Fitzwater 
1988). His tongue-in-cheek claim – ‘give me half a tanker of iron, and I’ll give you 
an ice age’ – provides an Archimedean mantra for the Anthropocene. In prin-
ciple, OIF is a high-leverage technology, escaping the engineering constraints 
of other carbon dioxide removal (CDR) proposals. Each atom of iron could, by 
fertilising algal blooms, remove thousands of atoms of carbon. Testing of the iron 
hypothesis rapidly took on a commercial as well as scientific flavour, with scien-
tists in the early 2000s discussing the potential for selling credits on newly created 
post-Kyoto carbon markets (e.g. Markels and Barber 2001). In practice, fertilising 
oceans seems to be more problematic than the theory suggests. Experiments car-
ried out have provided mixed results, which may be explained by experimental 
design, local ecology or fundamental unpredictabilities in ocean systems. While 
some researchers press ahead (e.g. Smetacek et al. 2012), others have argued that 
the scheme is a non-starter (Strong et al. 2009).

These OIF experiments have been variously challenged by environmental 
campaigners on the grounds that they are illegal, unpredictable or undesirable. 
Scientists have responded that as with SPICE, the direct environmental impli-
cations are likely to be minuscule. Ken Caldeira, discussing the HSRC experi-
ment, argued that ‘the trawlers and fishing boats that operate every single day do 
much more harm to ecosystems than what Russ George did’. For Caldeira, the 
experiment is about ‘slippery slopes and precedents and all this, and not really 
the action in and of itself’ (quoted in Kounaves 2013). International law has 
moved swiftly to ban this sort of dumping at sea except for ‘legitimate scientific 
research’ (Strong et al. 2009). Conventional scientists have distanced themselves 
from George, questioning the extent to which his experiments are about science 
or simply about making money. George admitted to one journalist, when ques-
tioned about the absence of research papers, that ‘it’s really more of a business 
experiment than a scientific experiment’ (quoted in Living on Earth n.d.).
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As with SPICE, the HSRC experiment was contested less for its risks than 
for its wider meaning (Kounaves 2013). It is convenient to dismiss George as a 
‘vigilante’ or ‘rogue’ geoengineer.10 Indeed, there is a common tendency to use 
‘bad apples’ to close down discussions of governance, even though there is little 
agreement on the line between ‘good’ and ‘bad’ science (Fanelli 2011).

Drawing lines

These experiments, and the breadth of debate around geoengineering, have 
prompted some scientists to try to reassert control over research agendas. 
Geoengineering research can only go so far with models and observations. At 
some point, some researchers argue, experiments that are ‘perturbative’ (that is, 
having an intended effect on the atmosphere; Russell et al. 2012) will need to 
be performed in the environment, on the environment. Conventional climate 
scientists are also keen to ensure that the experiments they want to perform on 
the climate, in order to learn things that modelled projections or straightforward 
observations cannot tell them, are allowed to go ahead. Their fear is that research 
agendas are disrupted if such experiments attract the spotlight that was shone 
on SPICE. The debate around SPICE seemed to pose a clear challenge to scien-
tific autonomy by suggesting that non-scientists may have legitimate concerns 
about experiments that were not directly risky. Despite the decision being made 
by the SPICE team themselves, some scientists perceived the testbed cancella-
tion as being the result of public opposition (e.g. Olson 2012). Edward Parson 
and David Keith published a prominent article in Science: ‘End the Deadlock on 
Governance of Geoengineering Research’. Although they don’t mention SPICE, 
it is clear that the project casts a shadow over their thinking. In the tradition of 
‘social contract’ (Guston and Keniston 1994) thinking, they concede that trad-
ing ‘a modest regulatory burden’ for a degree of autonomy is worthwhile in ‘allow-
ing small scale research to proceed’ (Parson and Keith 2013, p. 1279).

Parson and Keith identify two dominant positions that have emerged. The 
first sees geoengineering research in terms of a slippery slope towards deployment, 
justifying a complete moratorium on research. The second is that scientific free-
dom should dominate and that in the absence of any risk or ethical rights viola-
tions, geoengineering research should be governed as any other area of science. 
Parson and Keith attempt to chart a course between these. They tack towards 
the former in recognising the need to give scientists ‘guidance on the design of 
socially acceptable research’ and address ‘legitimate public concern about reckless 
interventions or a thoughtless slide from small research to planetary manipula-
tion’. They also caution against dismissing public concerns as ‘unscientific’. They 
acknowledge the value of some sort of moratorium and agree that ‘controversies 
should be expected’ (Parson and Keith 2013, p. 1279). But their argument then 
veers towards the latter position in suggesting a threshold for this moratorium.

The lines they draw are at particular levels of ‘radiative forcing perturba-
tion’ (∆RF). They suggest that experiments should be banned above a particu-
lar level, ∆RF > ~10−2 W m−2 (i.e. the change in radiation forcing is greater 
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than approximately 0.01 watts per square metre), at which the effects would be 
 detectable. They also suggest a threshold far below this, ∆RF > ~10−4 W m−2 (i.e. 
the change in radiation forcing is greater than approximately 0.0001 watts per 
square metre), under which experiments should be allowed to proceed. The logic 
runs that experiments that would be performed in the foreseeable future are likely 
to have less direct impact on the environment than things that are already tak-
ing place. OIF experiments, it is argued, introduce less pollution into the oceans 
than sewage outfalls. And SRM experiments, even if they are perturbative, are 
still negligible compared to the cocktail of accidental perturbations constantly 
imposed on the environment.

Following the Royal Society’s recommendation of ‘the establishment of a de 
minimis standard for regulation of research’ (Royal Society 2009, p. xii), the Solar 
Radiation Management Governance Initiative (SRMGI) became a forum for the 
circulation of discussion about when governance should happen: Now or later? 
Above a particular perturbative threshold? When experiments go outdoors? At a 
particular scale? (How would we define ‘scale’? Length of impact? Size of inputs? 
Size of impact?) Some of the SRMGI scientists argued that it was impossible 
to find this line (like ‘drawing the edge of a cloud’, according to one), while oth-
ers insisted that lines should be drawn around an ‘allowed zone’ nevertheless. A 
report from the US Congressional Research Service talked about this in terms of 
a ‘threshold for oversight’ (Bracmort and Lattanzio 2013).

Victor et al. (2013, p. 3) agree that ‘the key is to draw a sharp line between 
studies that are small enough to avoid any noticeable or durable impact on 
the climate or weather and those that are larger and, accordingly, carry larger 
risks’ (see also Parson and Ernst 2013). Many geoengineering researchers have 
attempted to draw a line between CDR and SRM, suggesting that the two are 
so different in terms of technology, risk and governance as to constitute com-
pletely separate issues (see Chapter 3). The Royal Society (2009) Working 
Group on Geoengineering, prompted by Steve Rayner, made the point that we 
could equally cut up geoengineering proposals in terms of whether they are self-
contained engineering, such as direct air-capture machines, or the leveraging 
of ecosystems, which would include OIF, as well as stratospheric particle injec-
tion. The CDR and SRM communities of interest cannot be so easily delineated. 
Prominent geoengineering researchers, such as Ken Caldeira and David Keith, 
actively research either side.

Ethicists, social scientists, lawyers and others in the orbit of geoengineering 
have joined the project of line drawing. Morrow et al. (2009, p. 1) discuss ethical 
guidelines that might apply ‘in the event that CE [climate engineering] research 
progresses beyond computer modelling’. Alan Robock (2012) has attempted to con-
struct a logic for prohibition of outdoor experiments – with the corollary being that 
indoor research should be allowed to proceed as normal. James Fleming jokingly 
refers to research remaining ‘indoors, between consenting adults’ and argues that 
‘what needs to be aired out are the underlying assumptions’ (Fleming 2010, p. 257).

These proposals are not merely technical line drawing. The attempt to delin-
eate good research from bad, valuable experiments from controversial ones, is 
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also a construction of what Parson and Keith call ‘legitimate public concerns’ 
(see Stilgoe 2007). It betrays a particular, impoverished idea of what governance 
is and how it relates to scientific research. Governance is seen as regulation or 
even prohibition. It is something that is done to scientists rather than by them 
and is therefore to be avoided. This idea, more American than European, is built 
on a particular version of scientific freedom, or the ‘right to research’ (Brown and 
Guston 2009). To use Isaiah Berlin’s (1958) phrase, it is ‘negative liberty’, free-
dom from interference. The drawing of thresholds is a formalisation of this view. 
One scientist expressed it like this:

‘I would start from a presumption that if people are not doing direct harm to other 
people or property, they should be allowed to do things, and that’s a basic sort of lib-
ertarian sense of freedom of action and freedom of scientific research and technical 
investigation. But I don’t think this is absolute, because we could imagine a benign 
experiment where that experiment is one step or two steps away from creating a 
virus that will kill everybody in the world.’

As Brown and Guston (2009) describe, there is another way of constituting sci-
entific freedom, which is to embed science within society rather than seeking to 
extricate it. Science is always and everywhere governed, most obviously by sci-
entists themselves. We might ask why this governance, including the norms and 
cultures of science, should not also be open to wider discussion.

This is a not an argument for less experimentation. Indeed, it becomes an 
argument for broadening the scope of experiments. Historians of science have 
described how early modern scientists tried to negotiate experiments as safe spaces 
for dissent (Shapin and Schaffer 1985). The discussions taking place within and 
around geoengineering experiments revealed similar concerns. Some SPICE 
researchers appreciated the expansion of debate around their experiment and 
recognised the challenges it posed to conventional notions of governance:

‘People want to draw a bright line . . . and say everything above it is legiti-
mate and everything below it is dangerous and requires governance. But that 
[laughs] . . . that attitude undermines everything that SPICE is trying to figure 
out, everything that SPICE has been challenged to do in terms of looking towards 
the far field, thinking about things like lock-in.’

For scientists, the challenge is to recognise and respond to this democratisation 
of experimentation.

Governing intent

Arguments about the governance of technology often hinge on the issue of 
dual use. Powerful technologies and research fields, even if imagined as neutral, 
can have ‘good’ or ‘bad’ uses. Knowledge about, and technologies for, nuclear 
fission can be used to build nuclear power plants or nuclear bombs. Certain 
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organophosphates can be used to produce pesticides or chemical weapons, such 
as the nerve agent VX (McLeish and Balmer 2012). In such areas, the control of 
technological artefacts alone would be all but impossible, so governance also pays 
attention to motivations. The Biological Weapons Convention (UNDDA 1975), 
for example, governs intent. Whether or not scientists’ possession of anthrax is 
seen as problematic depends on what they intend to do with it: weaponise it or 
attenuate it to develop a vaccine (Tucker 2012). But the governance of intent 
does not sit easily in science and innovation, whose governance regimes tend to 
focus on outcomes. Clarity of intent invites responsibilities that science is not 
well equipped to deal with (Douglas 2009).

With emerging biotechnologies we cannot be certain about the artefacts 
that will have the most potential for abuse, but similar worries are articulated. 
Prominent scientists such as Bill Joy (2000) and Martin Rees (2003) and cam-
paign groups (ETC Group 2007) have described the possibility of technologi-
cal catastrophe and ‘existential risk’ through acts of bioterror or bioerror. Similar 
concerns have begun to bleed into geoengineering discussions. The OIF experi-
ments described above prompted the London Convention and Protocol (IMO 
2006), which seeks to control pollution at sea, to prohibit OIF unless it is deemed 
‘legitimate scientific research’. The identification of legitimacy here is clearly not 
straightforward (Buck 2014) – as discussed above, Russ George has justified his 
experiments, before the fact and after, in various ways, including as legitimate sci-
ence. But the inclusion of intent as a concern is notable. This case and the SPICE 
testbed discussed in this chapter tell us that experiments cannot be disentangled 
from their imagined futures. With highly contentious science, the motivation for 
experimentation matters as much as, if not more than, the apparatus. Indeed, it 
may be only through the design and publicity of such experiments that imagined 
futures are revealed. The SPICE testbed, which seemed to some to be a step 
towards a rather troubling future, prompted a debate that would not have taken 
place if research had stayed in the lab.

With geoengineering, we should be as concerned about use as we are about 
abuse.11 An important lesson for governance is that, on the whole, people were 
not worried about the SPICE testbed going wrong; they were worried that it would 
go right. Geoengineering is unusual among emerging technologies in that it is 
defined by intent. Although some have insisted that the environmental impacts 
that mark the Anthropocene amount to ‘accidental geoengineering’, most serious 
researchers would agree with David Keith (2000), who defines geoengineering as 
being about clear planetary-scale intent.

The term ‘geoengineering’ collects a disparate set of proposals and technolo-
gies under the shared motivation of intentionally changing the global climate. 
This is not to say that all geoengineering researchers agree on the reasons to 
geoengineer or the purposes of research. Some talk about climate remediation 
(BPC 2011); others talk about creating new climates. Turning to policy, some 
researchers argue about whether the aim is to buy time for climate change mitiga-
tion, ‘shave the peak’ from the worst of our global warming projections, protect 
certain areas such as the Arctic or reduce average temperatures. Many researchers 
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are unwilling to entertain these sorts of discussions, preferring instead to justify 
their work in terms of merely understanding natural processes using new tools, 
assessing the risks of technological deployment. In the search for legitimacy, they 
are as likely to justify their research with reference to others’ interests. They are 
looking at geoengineering ‘because it’s there’, although, as I have described in 
this book, it only is if we want it to be.

Despite this tangle of motives, however, geoengineering invites important dis-
cussions about what science is for. There have been debates about what we might 
call geoterror and geoerror, but the more important governance discussion is con-
cerned with what happens when the imagined technology works as intended. 
Too often, technologies emerge without explicit discussion of their purposes. 
Nanotechnology, for example, has been called ‘an amorphous technology that 
promises to change everything, but nothing in particular’ (Nordmann 2004,  
p. 112). This slipperiness makes vital discussions about responsibility, research 
and development harder to open up.

An important lesson from studies of responsible innovation is that we do not 
have to identify conspiracies. Bad technological trajectories may well be paved 
with good intentions, just as technologies created for bad reasons might be repur-
posed in the idealised swords-into-ploughshares way.12 The future of geoengineer-
ing is chronically uncertain. If there is a slippery slope, its gradient and direction 
are not set. Some geoengineering researchers have proposed Manhattan Project–
style programmes of technological development (Michaelson 1998; Lempert and 
Prosnitz 2011; Davidson et al. 2012). But, given that the technologies currently 
in mind for SRM are rather low-tech, we are more likely to see a bricolage13 of 
borrowed, adapted and hacked technologies. The SPICE engineers freely talk 
about the possibilities for using high-altitude balloons in myriad ways, including 
mobile communications and surveillance. Once such things exist, the suggestion 
is that it would be easy to repurpose them for particle injection. Just as the seren-
dipities of science resist strong definition according to purpose, so technologies 
can, too. Even a saw, as Tim Ingold (2011) describes, does not just cut wood: in 
skilful hands, it can become a (rather unusual) musical instrument. Technologies 
have unintended as well as intended implications. This is the sense in which 
designer David Pye (The Nature of Design, 1964, quoted in Harford 2011) argues 
that ‘nothing we design or make ever really works’. This does not absolve innova-
tors of responsibility. Technologies are often designed with purposes in mind, just 
as science is often conducted in the context of application (Gibbons et al. 1994). 
But we need to be sophisticated about the trajectories along which technologies 
are imagined.

There is a version of the SPICE story that regards the project as a failure 
of governance. Certainly there were governance mistakes made, mostly by the 
Research Councils who funded the project. But these mistakes, such as the failure 
to take seriously issues of conflicts of interest and intellectual property, can be 
put down to a misunderstanding of what was at stake. SPICE, as a wider social 
experiment, helped to clarify the stakes of geoengineering research. The SPICE 
scientists made a decision not to run the experiment that had attracted too 



Open-air experimentation 153

much attention, and they used the opportunity to rethink their project and its 
 governance. This has set positive precedents on questions of intellectual property 
and interdisciplinary research, although the scientists have taken on more than 
their fair share of responsibility, leaving their funders, who should have joined 
them, free to claim autonomy. Nevertheless, the SPICE project revealed to its 
team and its observers that governance was not just something done to science, 
but something that was done by scientists, too.

To discussions of deviance in science and innovation – terror and error – we 
should therefore add emergence as a far more powerful force. This has profound 
implications for governance and research, but these implications have the poten-
tial to be hugely constructive. We need to get beyond the paralysis that comes 
from a fear of misuse and instead confront the realities of intent, development 
and use and how these feed back into research agendas, explicit or implicit.

Notes

 1 See http://trin-hosts.trin.cam.ac.uk/clock/?menu_option=history (accessed 1 December  
2014).

 2 From http://www.epsrc.ac.uk/funding/howtoapply/routes/network/ideas/whatisasandpit/  
(accessed 1 December 2014).

 3  See http://www.epsrc.ac.uk/newsevents/pubs/welcome-to-the-ideas-factory-home-of-
innovation-since-2004/ (accessed 24 October 2013).

 4 Ibid.
 5 See, for example, Cohen (2011), Connor (2011), Cookson (2011), and UK Press 

Association (2011).
 6 Letter from ‘The Rt Hon Chris Huhne MP’, Secretary of State for Energy and 

Climate Change, to Helena Paul, November 2011. Available online at http://www. 
handsoffmotherearth.org/wp-content/uploads/2011/11/Helena-Paul-1.pdf (accessed 
24 July 2014).

 7 EPSRC (n.d.). Intellectual assets. Available online at http://www.epsrc.ac.uk/funding/
howtoapply/basics/ip/ (accessed 24 October 2013). With thanks to Hugh Hunt for 
pointing me to this advice.

 8 Interviewed on HARDtalk, BBC News channel, at 4:30 am, 14 Nov 2011.
 9 Hugh Hunt, lecture at Trinity College Cambridge, 26 February 2013.
10 See, for example, Marshall (2012) and Thomas (2013).
11 For a fuller discussion on these points, see Szerszynski et al. (2013).
12 See the chapters in Owen et al. (2013), especially that of Grinbaum and Groves 

(2013).
13 Steve Rayner, Oxford University, personal communication, 2012.
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6 Making models

The testbed balloon was intended to be an engineers’ model: a device for  testing 
and observing how a full-size balloon might behave in the world. Without it, 
the engineers have been using computer models to explore how strong the pipes 
and pumps would have to be and to see how a balloon floating upwards to 20 km 
would behave. They are still asking real-world questions but doing so with virtual 
tools. The Stratospheric Particle Injection for Climate Engineering (SPICE) pro-
ject involves making models of various kinds – mental models, computer models 
and a range of laboratory experiments. Within the team there is an ecosystem 
scientist working with a plant model to study the effects of diffused sunlight on 
leaves, chemists modelling the interactions between various particles and the 
atmosphere, and physicists working on climate modelling. With its blend of 
understanding and intervening, geoengineering research invites a new set of con-
versations between models and the real world.

The range of models in the SPICE project and geoengineering research reflects 
the range of disciplines involved and their various representations of reality. If 
we take seriously geoengineering as engineering, we should expect modelling of 
some desired, feared or in some way altered reality. With geoengineering, we are 
rapidly seeing the turning of existing science tools to new purposes. The statisti-
cian George Box famously said that ‘all models are wrong; the practical question 
is how wrong do they have to be to not be useful’ (Box and Draper 1987, p. 74). 
In areas of politicised, controversial science, we should go past just challenging 
the accuracy and reliability of models to ask questions such as ‘accurate for what?’ 
and ‘reliable for whom?’ We should follow George Box’s invitation to connect 
the rightness and wrongness of models with their utility, especially when, as with 
geoengineering, these uses look so problematic.

Experimental climates

As I described in Chapter 3, climate models have become a ‘virtual laboratory’ for 
scientists in which projections of future climates are labelled ‘experiments’ and a 
range of ‘forcings’ is applied to assess alternative scenarios. The advancement from 
understanding the climate to understanding a changing climate to understanding 
a climate that is ‘being changed’ makes for a relatively small jump to exploring 
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what happens when intentional changes are exerted on the climate. So while 
geoengineering research and conventional climate science may have radically 
different political contexts, for practising scientists the difference is one of degree 
rather than kind. The emergence of geoengineering as a legitimate science-policy 
discourse creates new options for climate modellers, who can relatively easily add 
a projection of a geoengineered world to the countless ‘what if . . . ’ experiments 
that are run all the time. One climate modeller told me, ‘We’ve been aware that 
we could potentially just use our model and see what happens [with geoengineering]. You 
could publish a lot from that.’

Another modeller explained in more detail the nature of such experiments:

‘The main purpose is to project climate for the future, but . . . it depends on the 
scenario that you’re setting. The scenarios usually are “okay we will continue to 
emit greenhouse gases a certain amount and we will continue emitting more or less 
aerosol precursors” and things like that. So here we add another element to the sce-
nario: what if in addition to this future greenhouse gases and emissions, we could 
do something on purpose and not as a by-product?’

Growing computer power has made such in silico experiments relatively friction-
less. Even as the complexity of climate models increases, transient climate simu-
lations (representing changing greenhouse gas concentrations over centuries) are 
able to run multiple possible scenarios of changing climates. Such experiments 
are behind many of the claims made for geoengineering in the twenty-first cen-
tury, starting with work by Bala and Caldeira (2000) and reinforced by Crutzen 
(2006) and others.

Some of the less sophisticated models mimic the effects of solar radiation 
management (SRM) simply by reducing the model’s ‘solar constant’ – or as 
some of the scientists casually put it, ‘turning down the sun’. This is seen as 
adequate for representing the effect of imagined space mirrors, but it is often 
seen as insufficient for representing stratospheric particle injection. The more 
advanced models can simulate stratospheric geoengineering by adding sul-
phur dioxide to the atmosphere at particular places and times and seeing what 
happens.

As geoengineering research starts to become more organised and the atten-
tion paid to its findings grows, researchers face challenges that are familiar to 
climate scientists. They need to avoid scientific duplication, reconcile a diversity 
of experimental approaches and consider their wider political credibility. One 
response to these pressures, growing out of similar efforts within climate science, 
is the Geoengineering Model Intercomparison Project (GeoMIP). It follows the 
Coupled Model Intercomparison Project, which came together in the 1990s fol-
lowing recognition that the proliferation of models and projections from the 
world’s scientists might be scientifically inefficient, as well as politically ineffec-
tive. The work done by these comparison projects is largely about standardisa-
tion, norms and rules. The spirit is explicitly inclusive. They aim to generate 
model ‘spreads’, rather than show which models are best, but with an implicit 
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idea that competition will lead to improvement. If early geoengineering research 
can be said to have a home, perhaps it is located at GeoMIP meetings. These are 
the places where the growing community of geoengineering modellers gather to 
share scientific findings and discuss how the science might proceed.

GeoMIP’s projections have been included in the fifth report of the 
Intergovernmental Panel on Climate Change (IPCC 2013), which has decided 
that geoengineering can no longer be overlooked. The IPCC report is careful 
to assess geoengineering proposals critically, but their inclusion has nevertheless 
attracted critical attention. An IPCC meeting in Lima, Peru, took place in June 
2011. Despite this being much like the many other multidisciplinary geoengi-
neering workshops that have taken place around the world, the IPCC’s involve-
ment was seen as worrying, especially given earlier comments on geoengineering 
from Christiana Figueres, executive secretary of the United Nations Framework 
Convention on Climate Change, that were seen as supportive.1 One of the 
GeoMIP scientists, who sees the IPCC reports as more scientific than political, 
argues that

‘I think it’s appropriate [for the IPCC] not to not discuss it, because it’s a subject 
that is discussed in the scientific community and the IPCC report is trying to, well, 
assess the latest state of climate research . . . I think it’s better to cover it than to 
get the criticism “well why are you not talking about this topic, although people are 
doing research on it? . . . you’re trying to hide something.” I’m for being open 
about it.’

As the GeoMIP scientists discuss their relevance to policy, they decide which 
experiments to run on their collected models to give a rational, useful picture 
of geoengineering ideas that are still speculative and at times otherworldly. In 
attempting to provide useful answers, GeoMIP embeds its own interpretation of 
the relevant policy questions. GeoMIP focuses on SRM. Now that its constituent 
models allow for the injection of particles into the stratosphere, its experiments 
follow, and so reinforce, the dominance of stratospheric particle injection as the 
geoengineering proposal of concern.

GeoMIP has, in its first round, standardised four geoengineering experiments. 
The first of these is the least sophisticated: the models’ atmospheres have their 
carbon dioxide instantly quadrupled while the sun is turned down. The aim 
of the game, and it is sometimes discussed as if it were a game, is to bring the 
temperature back to normal. Experiment 2 does the same, but with a gradual 
increase of carbon dioxide concentration over time (one per cent each year). 
Experiments 3 and 4 are more complicated. They use one of the IPCC’s more 
optimistic projections for future carbon dioxide emissions, which assumes that 
the world finds a way to stop global warming by 2100. The aim of the experiments 
is to bring temperature down by adding sulphur dioxide to the atmosphere. In 
experiment 3, the sulphur dioxide is gradually increased, whereas experiment 4 
has a constant amount each year. After the models are run for 50 years of virtual 
time, the sulphur dioxide is removed to observe the ‘termination effect’ of rapid 
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global warming (see Kravitz et al. 2011). (Early trials of experiment 3 revealed the 
 difficulty of rebalancing the global temperature, so a simpler version was added in 
which the aerosols were removed and the sun was turned down.)

The framing of these experiments reflects a particular engagement with policy. 
They seem calculated to be scientifically interesting, rather than realistic. The 
assumptions of a quadrupling of carbon dioxide in experiment 1 and of an ambi-
tious pathway for the reduction of greenhouse gases in experiments 3 and 4 sug-
gest particular policy choices. A quadrupling of carbon dioxide is an unrealistic 
scenario in policy terms, but it makes scientific sense; experiments are routinely 
run using this scenario to come up with a measure of a model’s climate sensitivity.

One junior GeoMIP scientist explained the GeoMIP choices as a fear of the 
moral hazard scenario – the scientists did not want results to be taken as sup-
port for geoengineering, either as a realistic proposition in itself or as an alterna-
tive to mitigation. The GeoMIP researchers are more interested in working out 
the quirks of the models than the implications of the experiments. Researchers 
ask each other ‘how well did we do?’ in balancing the Earth’s radiation budget. 
They discuss how many ‘runs of the world’ were needed to reach equilibrium. One 
researcher admitted that their experiment had taken dozens of trial runs to end 
up at the right place. Tellingly, when asked whether the number of iterations had 
been reported on in the relevant scientific paper, this researcher replied that it 
was unimportant.

There is a black comedy to GeoMIP meetings. The laughter partly relates to 
the minutiae of organising a new collective area and herding different scientists 
towards agreement on standards, criteria and modelling scenarios. There are in-
jokes about getting the models to do their job (‘every time you touch it, it goes 
“bang” and doesn’t work’), and they talk about the models having ‘a life of their 
own’ (see Lenhard 2007 for more on this point). The same models are described as 
behaving differently depending on the particular computer server on which they 
are ‘spun up’. There is a playful aspect to some of the GeoMIP experiments. They 
are intentionally unreal. But there is also occasional nervous laughter that comes 
with the recognition that they are running experiments that at times resemble 
twentieth-century wargames. One scientist asks, part jokingly, whether it might 
make sense to invent a new unit, ‘deaths per watts per square metre’, as a metric for 
the impacts of geoengineering.

The results of the models, according to one researcher, are ‘surprisingly 
robust . . . in many areas of the world, almost all the models give a very similar 
response’. But this internal consistency, to be admired within the small commu-
nity of geoengineering modellers, is all too easily interpreted as overconfidence 
outside. In the next chapter, I explore how scientists are navigating these uncer-
tainties and the responsibilities that accompany them.

Experiments with models; experiments on models

Some of the SPICE researchers are part of the GeoMIP effort. The closer one 
gets to their research, the more one sees the rough edges of their climate models 
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and the intricacies that are largely hidden from discussions in IPCC reports 
and  elsewhere. Asking models to do new things means exposing new flaws. 
Experiments using models quickly also become experiments on the models.

Despite some pressure from mentors during the sandpit to differentiate SPICE 
from previous climate science and mark it out as a genuine geoengineering pro-
ject, a large slice of the SPICE project investigates whether current climate 
models can adequately represent the known climatic effects of massive volcanic 
eruptions. Early work suggests that the models do this very badly, which, for a 
climate modeller, means lifting the lid on the model and trying to work out why. 
Inside a climate model’s code, it should in theory be clear who has added what, 
for exactly these moments. But in reality it’s not so easy to disentangle the rea-
soning behind the code:

‘I actually tried to find out a bit of the code and I emailed a few people, there were 
a few people’s names and I couldn’t remember who did what and one of them had 
some log books, but he’d moved to Australia and he was like, “They’re in my attic. 
When I’ve sorted things out I’ll have a look, and then get back in a few months.” 
And he took a look and he got back and he was like, “No, I can’t remember what – 
who did what bit.” So yeah, it can be vague as well. Whether it matters? . . . It 
was the best they had at the time.’

Some prefer to keep things simple. One of the SPICE scientists described her 
model with a degree of affection:

‘One thing I like about the model that I use, is that it’s a one-person model, it’s a 
pocket model. So, I have my version of the model that I’ve worked on for ten years 
and I’m sure there’s bugs in it . . . but I know what’s in there at least and I know 
what it’s been tested on and that sort of thing.’

Most models are collective efforts, even if their constituent parts are still highly 
personal. One SPICE scientist describes these models as ‘huge beasts. No-one 
knows all of what’s in them.’ They are works-in-progress, not machines built 
according to a blueprint. They are ‘tuned’ in various ways to provide a better fit 
with scientists’ observations about, for example, the pattern of a monsoon and to 
suit the particular uses for which they are constructed.

Tuning up

A climate model has a ‘dynamic core’, embodying the well-known physics of how 
fluids flow. But the climate system is too chaotic for deterministic physics to give a 
complete answer. Models therefore include particular parameters, such as for cloud 
cover, which are harder to represent using the underlying physics. The parameters of 
these models then have to be ‘tuned’ to better reflect observations from lab experi- 
ments, weather data or more specific, finer grained models. Tuning parameters in 
this way has become a major part of the climate scientist’s craft (Edwards 2001).
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Climate models are relied upon to provide authoritative knowledge for policy 
while also being constantly improved and tweaked. They are both tools and experi-
ments, trying to inform the future while struggling to represent the past and the 
present. The same data that are used to tune the models can also be used to test 
them against observations, leading to criticisms, from within and outside the cli-
mate science community, of ‘double-counting’ (Steele and Werndl 2013) or ‘circu-
lar logic’ (Rodhe et al. 2000). There is a continual tension between the assumptions 
of climate physics – the equations that represent physical processes on the Earth 
and ensure that models conserve mass and energy – and the tuning required to 
make the model fit observations. Brian Wynne argues for the recognition of ‘the 
open-endedly experimental nature’ of climate modelling (Wynne 2010, p. 292).

With the movement of geoengineering research towards the mainstream of 
climate science, this tension is exacerbated. One climate scientist described 
to me the initial enthusiasm of climate scientists who turned their tools to 
geoengineering:

‘What other people have done in the past, they’ve just gone, “Yeah, I’ll do a geoen-
gineering experiment. This is what happens to our climate,” with models that they 
know don’t do a good job . . . [we need to be] honest about what the models can 
and can’t tell us. Some people it suits not to talk about any uncertainty. “This is 
what’s going to happen, if we do it we can improve those things.” . . . I imagine 
they think “well these are the tools we’ve got, we’ve got to do something with them” 
and you can say “well people are using it to do climate predictions and wanting to 
change the world’s attitudes to release carbon dioxide on the basis of them, therefore 
they must be good enough”.’

For a junior scientist, the incentives to experiment using the model can hugely 
outweigh the desire to experiment on the model:

‘You’ve got a certain amount of time and everything’s at risk and someone’s given 
you a model and you can run an experiment and you can get a paper out of it and 
you may not even be trying to hide anything but that’s just what you’re going to 
do, you’re going to run it and you’re going to get data because you need data. So 
you’re not going to actively set out to destroy your model [by exploring every flaw], 
because nothing may come of it.’

For those modellers in conventional climate science, these choices are made easier 
by a well-established set of disciplinary norms and objectives. For those interested in 
geoengineering, the rules are not set. The tuning, bending and patching of climate 
models is to an important extent dependent on the imagined uses of those models.

Repurposing climate models

Where the development of climate models once followed the rhythms of scien-
tific curiosity and an ongoing need for weather forecasting, more and more the 
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five- to seven-year cycle of the IPCC beats time for the science to follow. Climate 
models, through the combined efforts of the climate science community to share 
and standardise, have become astonishingly powerful. A range of different models 
converge on a robust consensus that our current rate of greenhouse gas emissions 
will heat up the planet by an average of a few degrees, although there is a blur 
between two and six degrees Celsius. As climate scientist Reto Knutti describes 
it, ‘For some variables and scales, model projections are remarkably robust and 
unlikely to be entirely wrong’ (quoted in Turney 2013). Climate scientists have, 
with substantial effort and despite ever-present fringes of dissent, been able to 
persuade policy and the public that their models tell us about a changing global 
average temperature. But if climate science has been relatively successful at per-
suading the world of its One Big Fact with reference to a range of models, how 
does that change once the purpose of the models changes? Returning to George 
Box’s quote, the models might rapidly become uselessly wrong once the imagined 
use changes.

Scientists close to the models recognise that each one has different emphases, 
different quirks and different inaccuracies. These differences reflect different pur-
poses. Modellers can, according to one,

‘lose track of the fact that models are set up to answer specific questions . . . if you 
drew a circle around the climate space that you were studying and the model was set 
up and tested in that little circle, it’s often applied outside of that circle.’

For climate models to usefully contribute to the debate on climate change, they 
are necessarily built to account for carbon dioxide levels and other variables that 
are unlike those in the past or present. The way in which a model is built, tested 
and refined reflects a particular framing of usefulness, as described by Sundberg 
(2009). One modeller gave me the example of a UK Met Office climate model:

‘Their focus is on predictability and they’ve worked exclusively in one area of the 
atmosphere. So they may have a preference, possibly unwittingly, towards that 
area of the model being more useful. So . . . they’ll have more investment in that 
one area, whereas another group may consider that chemistry effects are more 
important. So you can have models based it seems on where some people’s prefer-
ences may lie. I don’t think at any time it’s anything bad . . . but you end up with 
different models with some different properties.’

Increasing computer power and numbers of scientists will make it possible to 
contend with some of the complexity of the system they are trying to model and 
the growing complexity of the models themselves. But how accurate is accurate 
enough will depend on the particular demands of policymakers and scientists and 
the uses they imagine for their models.

The turning of climate models to geoengineering is already revealing their 
technical limitations. Improvements in the horizontal resolution – the number 
of squares into which the Earth’s surface is divided – of climate models have 
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not been matched by improvements in their vertical resolution. For a climate 
 modeller, this may not be a pressing concern. With weather, most of the action 
happens nearer the surface of the planet. It is only recently that scientists are 
starting to recognise the meteorological importance of movements from the strat-
osphere to the troposphere and to improve their models accordingly. For now, it 
means the models are limited in their ability to calculate the differences we might 
expect between a cloud of sulphates injected at an altitude of 15 kilometres and 
one injected at an altitude of 20 or 25 kilometres. For an engineer, this may mean 
the difference between geoengineering being doable, plausible or impossible. 
Aeroplanes can relatively easily reach an altitude of 15 kilometres. Above this, 
the delivery of particles to the stratosphere starts to look much more complicated. 
One of the SPICE engineers explained his frustration like this:

‘They [the climate models] are built where the really interesting things . . . are 
down at sea level . . . Now you go and put a disturbance in at 20km . . . they’re 
not designed for that . . . And it makes a big difference where you want to inject 
the particles, because if you inject them too low it gets caught up in the turbulence 
of the tropopause and your particles come out in the rain. You’d like to inject as 
high as possible. You’d like to go up to 30km or 40km, but you’re not going to get 
a balloon up there, you’re not going to get a plane up there, you might get missiles 
up there, but . . . So it really matters where. The detail matters.’

Climate models are exquisitely complex. But to an engineer they can seem a 
hopelessly blunt tool for assessment or control at a planetary scale, like using a 
child’s drawing as the plans for a skyscraper. Levitt and Dubner (2010, p. 181) 
quote Lowell Wood describing the models as ‘enormously crude’. The climate 
scientists working on geoengineering remain protective of their models. One told 
me, in response to a clumsily worded question in which I asked about geoengi-
neering models, ‘I wouldn’t call them climate engineering models, they’re climate 
models’. Another modeller cautioned that

‘[t]hey [the models] are not at all as complex as the reality. They’re useful for some 
things but I think it’s quite dangerous when they can start to be used [for geoengi-
neering] . . . I don’t think you could really risk the lives of something like a billion 
people on a model that has tuned parameters.’

However, once models start to be used for geoengineering experiments, improve-
ments in their accuracy and resolution are framed by geoengineering needs. This 
brings a concern that climate scientists will lose control of their models. One 
scientist reflected on the improvements in modelling that had come from the 
attempt to better model volcanic eruptions:

‘Now we have a model we think we can trust better [with better resolution in 
the stratosphere], we will start to do geoengineering type experiments . . . Would 
we have done those experiments without the possibility of geoengineering? No, 
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we wouldn’t. It wouldn’t make sense to say, “Well let’s inject some sulphate 
 particles” . . . there’s no reason to do that, apart from geoengineering . . . I have 
concerns that there are groups who just do that and science then is being directed by 
the politics of geoengineering.’

The concern is that climate models might be used not just to predict the implica-
tions of a geoengineered world, but also to act as control devices. This presents a 
number of fundamental problems for the relationship between these models and 
decision-making. As climate science is relied upon for policy, the future must be 
regarded as an extrapolation of the present to make it amenable to prediction and 
risk assessment, and yet the aim of policy or innovation is to change the future. 
With economic modelling, the financial crisis has reawakened an understanding 
of the dangers of imagining models in the present as stationary (Orléan 2010). 
But, perhaps because climate change has come to be seen as beyond the control 
of global policymakers, connections between action and prediction in climate 
science are not well developed.

Looking back to the prehistory of climate and geoengineering research, we 
see a dominant modernist assumption from people like John von Neumann and 
Joseph Fletcher from RAND of a line connecting improved computing power to 
improved model resolution, leading to perfect predictability and therefore to per-
fect control of weather and climate. Climate science has revealed the complexi-
ties of modelling, but assumptions of prediction and control continue to inform 
much geoengineering thinking.

The engineers see things differently. They know that the models are peren-
nially imperfect. They are critical not just of the choices made in the models, 
but also of the models’ inability to offer reliable, validated findings. The SPICE 
engineers have learned, from their proximity to the climate modellers, how bad 
the models are at explaining and predicting the impacts of massive volcanic erup-
tions. They can be tweaked, tuned or ‘parameterised’ to model a volcano in hind-
sight, but to an engineer this is as useful as predicting yesterday’s weather. The 
climate scientists’ response is to improve the models. The engineering response is 
to find ways to validate or even circumvent the models by directly testing, experi-
menting and observing. One engineer put it like this:

‘I just think the climate modellers are, well, not helping by being so definitive in so 
many ways about, “Oh, we’ve done this model and this is what happens.” And 
you think, “Well, where are your error bars? Could you run the model a few 
more times with different assumptions, different initial conditions and see what the 
spread of results is?” . . . The climate models are not good enough to tell us what 
things we need to do. I mean, we’ll just have to do the experiments . . . What 
experiments are we going to do to check it’s correct? Do we wait around for the 
next volcano?’

Geoengineering research, from this view, would become not an exercise of mod-
elling and prediction, but a set of experiments in control.
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The science of the unknowable

On a return visit to Trinity College, Cambridge, I received a demonstration in 
control from Hugh Hunt. I was given a mirror and a snooker ball. A small circle 
was drawn in the middle of the mirror, and I was told to keep the ball in the mid-
dle of the circle. After I failed to do this with a series of wobbles and jerks, my 
teacher rubbed out the small circle and drew a larger one. With the bounds of my 
control mechanism having been expanded, the task became much easier. Hunt 
explained that the principle also applied to his beloved clock. The clock is, for 
its age, astonishingly accurate. A set of tiny weights can be placed on a platform 
halfway up the pendulum to correct the clock, but in the main, its temperature 
compensator deals with the changing weather pretty well. The clock’s keeper, 
with the help of Trinity’s engineering students, has to set tolerance limits for the 
control mechanism. If these are too narrow, if the engineers are too demanding, 
the clock will paradoxically become less accurate. Rather than weaving gently 
around a desired average, the clock’s timekeeping ‘bangs off the sides’, bouncing 
from too fast to too slow. If they make the bounds of tolerance wider, say five sec-
onds of variability on either side, the clock is more accurate over time. A wider 
tolerance for uncertainty produces more accuracy.

If scientists were to put considerations of engineering back into the modelling 
studies currently underway, what would that look like? The mode of engagement 
would not be a modernist predict-and-provide, but would instead be cybernetic. 
Cybernetics is the science of ‘exceedingly complex systems’ or the ‘science of the 
unknowable’ (Pickering 2004). Emerging after World War II, cybernetics sought 
to investigate how we could engage with and adapt to systems we could never 
fully comprehend. The sorts of thinking that emerged with reference to computer 
algorithms, economies, robotics or the human brain might equally apply to the 
global environment. The metaphor of the planet as a human body (Nerlich and 
Jaspal 2012) suits engineers who might see themselves as planetary physicians. 
Pharmaceuticals are ‘underdetermined by their chemical structure’ (Lakoff 2008, 
p. 743). To work out what drugs do, we need to test them beyond just having 
their effects modelled and predicted. We do not need to understand every physi-
ological detail; clinical trials can be used to skate over this uncertainty. As one of 
the SPICE engineers explained:

‘The modelling is never going to tell us [what will happen]. Using the analogy, the 
human body is really complicated. Try designing a control system for a diabetic 
without doing experiments. You wouldn’t do that. You’d get lots of patients in and 
you’d do lots of tests and you’d try things out, and then you’d do a randomised trial 
and so on, because the human body’s a really big old thing.’

Given that the effects of a geoengineering technology will be incompletely pre-
dictable in a similar way, we can consider what sorts of system might account for 
this uncertainty.

The thermostat – a switch that activates at a particular temperature – is among 
the simplest of cybernetic systems. It is a form of homeostat that sidesteps having 
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to predict changes in temperature. But most geoengineering researchers, when 
they talk about the implications of a ‘planetary thermostat’ (e.g. Robock 2012), 
do not consider the systems of control necessary to establish such a thing (see 
MacMartin et al. 2014a for a recent exception). Much speculative research on 
geoengineering imagines that a thermostat exists or could be created quickly. In 
reality, a geoengineered world would have a thermostat as an end goal, rather 
than a starting point. Even though the use of such a thermostat, if one were avail-
able, would itself be a social experiment, as Hulme (2014) argues, the prior social 
experiment would be to construct a system such that it was possible to control 
temperature. Planetary geoengineering would not mean immediately taking con-
trol of the planet. It would instead be an experiment to see what sort of control 
was possible. The engineers argue the need to take ‘control’ seriously, even if 
some think the calculations are premature. One SPICE engineer told me that 
‘we’re not there yet, we haven’t got anything to control’.

Nigel Clark (2013) correctly observes that geoengineering discourse displays 
a good deal of caution about the possibility of a fix for climate change. In public, 
researchers acknowledge that ‘engineering’ of the planet will be more like ‘nudg-
ing’ or ‘tweaking’ a complex system (Clark 2013, p. 2831). However, even if no 
scientist publicly compares the planet to an engine, the sorts of experiments that 
have come to dominate geoengineering research are framed by predictive and 
deterministic assumptions. Uncertainties may find their way back into the public 
discussion of these experiments by way of caveats and other mechanisms that 
are discussed in the next chapter. But they get squeezed out in the reduction to 
feasible research experiments.

More recently, geoengineering researchers have begun to engage with the 
idea of geoengineering as an experiment in control, prompted by questions about 
whether we would be able to detect geoengineering if it was being done in secret. 
Teams of researchers have argued over the scientific possibility of ‘testing’ geo-
engineering. How would we measure underlying changes in the reflectivity of 
the Earth given that the Earth’s reflectivity varies all the time in unpredictable 
ways? Robock et al. (2010) have argued that testing of geoengineering would 
be impossible without its full-scale deployment, in part because the signal of a 
geoengineering response would get lost in the noise of a chaotic climate system. 
MacMynowski et al. (2011) have responded that we could test the impact of 
SRM with careful engineering design involving the pulsed switching on or off of 
geoengineering or the gradual ramping up of deployment. One immediate social 
scientific contribution to this debate would be to question what is meant by ‘test’ 
here. Even if the intended consequences of SRM were immediately detectable, 
the technology would remain irrevocably experimental. And as one of the SPICE 
engineers told me, ‘You’ll never know . . . what the side effects are. We won’t even 
know whether they are side effects [or intended effects].’ The engineer Stephen Salter, 
who has been involved with geoengineering research for longer than most, claims 
that ‘noise is only a signal which you have not learned to decode yet’ (quoted in 
Hamilton 2013, p. 108). Any climate scientist would respond that some noise was 
an inevitable and irreducible part of the climate system. Regardless of whether 
such hubris is realistic, it seems likely that the effect of any geoengineering effort, 
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even at full scale, would not be detectable at least for a matter of years (see Seidel 
et al. 2014). If the technology failed catastrophically, its effects might be felt 
sooner, but in any case we can anticipate huge disagreements about detection 
and attribution.

Debates about control among the more vocal geoengineering scientists, and 
their tendency to drift into using terms such as ‘trade-offs’ and ‘optimisation’ 
(MacMartin et al. 2013; Ban-Weiss and Caldeira 2010), worry some of the more 
ambivalent geoengineering researchers. One of the SPICE team expressed her 
concerns:

‘You’re going to have to put a load of stuff up there before you see any result and 
then it’s too late to twiddle with it. That’s the frightening thing, yes, people will push 
this, “We can inject here and if we find there are adverse effects then we can just 
do a little bit of something here and counter that and”, [Laughs] It’s just crazy to 
think you could do that.’

Some more critical geoengineering researchers seek solace in the impossibil-
ity of prediction, presuming that the flaws of climate models make responsi-
ble deployment an impossibility. Others have taken a different approach to the 
same realisation, asking what it would take to construct a control mechanism 
that accounts for uncertainty. A few scientists have begun to ask how we might 
approach the experimentality of geoengineering, recognising that the substrate 
would not be multiple possible worlds in silico but one very real planet. The con-
trol mechanism required for geoengineering would be hugely complicated, but 
there is the interesting and troubling conclusion from one study that ‘the use of 
SRM need not require a good model of the climate if feedback is used to manage 
the amount of solar reduction’ (MacMartin et al. 2014b, p. 256).2 According to 
one scientist, the use of SRM in this way would still constitute ‘the worst experi-
ment ever’ because of the lack of control and problems of detection and attribu-
tion described above. But such research is perhaps a more honest engagement 
with uncertainty.

Engineering algorithms and control devices force new discussions about what 
might be considered important and legitimate geoengineering experimentation. 
But they still divorce the planetary system from any considerations of politics. 
As I argued in the first chapter of this book, geoengineering is a form of govern-
ance, and it is inextricably political. We might therefore consider how people 
can be put back into the experiments. One recent study, which the researchers 
were careful to label a ‘simulation’ rather than an ‘experiment’, gave a simple cli-
mate model and a simple control mechanism to a committee of scientists, asking 
them to take collective decisions about the appropriate level of geoengineering 
to restore the model’s Arctic sea ice. The 50 years that passed in the model were 
accelerated to a matter of days, with researchers observing what was happening 
and taking decisions, at intervals of a ‘year’ in the model, on how much geo-
engineering to use (Jackson et al. 2013). At the time of writing, the results of 
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this experiment have not been finalised, but a key lesson has already emerged – 
that doubts, uncertainties and disagreements about both the observed world and 
desired interventions will be an ever-present feature of geoengineering decisions, 
even (or perhaps especially) among experts.

Geoengineering, climate models and public credibility

Geoengineering research using models is at an early stage. Scientists’ current con-
cerns relate to the ability of models to say useful things about the geoengineering 
proposals already on the table. There is as yet no consideration of the credibil-
ity of these models in public and no consideration of whether, for example, the 
results of the proposed ‘tests’ of geoengineering described above might be per-
suasive outside the scientific community. We can point to the challenges of cli-
mate models in the public domain to imagine some of the challenges over public 
credibility that models might encounter in any future geoengineering scenario. 
And we can look to the odd but persistent fringe interest in so-called chemtrails 
(Cairns 2014) – the theory that aeroplane contrails are already being used to, 
among other things, control the global weather and the minds of individuals – to 
anticipate how hard it may be to persuade others that something is or isn’t being 
done to the weather.

A key part of the social life of climate models is that they are constructed 
with particular uses in mind. The imagined uses of climate models – predict-
ing short-term weather or projecting long-term, low-resolution, averaged future 
climates – allow scientists to tame their endemic uncertainties. For most people, 
the models are good enough for the job they are being asked to do. With the turn 
to geoengineering, however, the questions being asked are very different, and a 
new set of uncertainties is being opened up. At the moment, these uncertainties 
are largely private. We know from environmental (Sarewitz 2004) and health 
(Stilgoe 2007) controversies that the public reconstruction of uncertainty can 
quickly take control of relevant research questions away from scientists.

Geoengineering researchers have started to engage with these endemic uncer-
tainties in new ways, wondering what it would take to geoengineer the world 
with only a fuzzy picture of the feedbacks between human interventions and a 
planetary response. To anticipate how models might turn from description to 
shaping of the worlds they describe, it is instructive to look at economics and 
finance, in which models are used for both understanding and control. According 
to MacKenzie and Millo (2003, p. 108), ‘Economics does not describe an existing 
external “economy,” but brings that economy into being: economics performs the 
economy, creating the phenomena it describes’ (also see Callon 1998) through 
the models it constructs. According to MacKenzie and Millo, the familiar cri-
tique of economic modelling – that it is based on unrealistic assumptions – misses 
the point. MacKenzie (2006) takes on Milton Friedman’s view that models are 
‘engines’ with which to study the world, rather than ‘cameras’, but extends it to 
explain how these engines are now creating new realities, rather than studying 
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them. The explosion of financial capital in the 1980s and 1990s was a  product 
of particular models of finance, and the subsequent implosion in the 2007–8 
credit crisis was an example of what MacKenzie and Spears (2014) call ‘counter- 
performativity’, in which the use and ‘gaming’ of the models eventually led to 
the models becoming disastrously inaccurate. With economics, we see the world 
being organised to fit the model, rather than vice versa. James Scott has written 
persuasively about the ambitions of high-modern plans and models to control 
human beings by making society ‘legible’ (Scott 1998, p. 2). We might antici-
pate a similar dynamic if we move towards a geoengineered world. Publics and 
politics will be impossible to fully encode into model, so the risk is that they are 
constrained to fit whatever models come to dominate.

With economics, controlled, real-world experimentation is hard, if not impos-
sible. But as with geoengineering, researchers can conduct ‘vicarious experi-
ments’ in economics, asking ‘what if . . . ’ (Morgan 2003). Mary Morgan (2003) 
calls these simulations ‘extended thought experiments’. But we should not pre-
tend they are divorced from the real world. Such experiments, like the models in 
which they are conducted, may shape the world about which they speculate. The 
‘vast machine’ (Edwards 2010) of global climate science risks becoming a vast 
legitimation machine for geoengineering. The models may go from being tools 
with which to assess a technology to part of the technology itself.

The comparison with economic models also prompts consideration of politics. 
There is a broad consensus that, with economics, decisions about interest rates, 
taxes or public spending can never be purely technical. Although it may be in 
politicians’ interests to pretend that such decisions are largely predetermined, we 
recognise that there are political choices to be made. Climate science has had to 
get used to politicisation in organised ways, such as with the IPCC ‘Summary for 
Policymakers’, and disorganised ways, as with the 2009 ‘Climategate’ controversy 
(see Wynne 2010). It is telling that the public deconstruction of climate models 
is so intense, even with the relatively straightforward conclusion that anthro-
pogenic climate change is real and serious. One can imagine that with models 
for geoengineering, the complexity of the communication between science and 
policy will magnify this challenge of credibility impossibly.

The reframing of geoengineering from a phenomenon that can be studied and 
predicted to an experiment with irreducible uncertainties, in which climate mod-
els are not just tools for assessment but part of the governance system, introduces 
profound questions of experimental ethics and responsibility. Such questions spur 
the analysis in the next chapter.

Notes

1 See, for example, Vidal (2011).
2 Ken Caldeira has also used control algorithms in model research, which he claims were 

inspired by experiments in temperature control on an espresso machine (email posted 
to the Geoengineering Google Group, 31 July 2012).
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7 The reluctant geoengineers1

Coming out of Bristol station, on the way to the university where the Stratospheric 
Particle Injection for Climate Engineering (SPICE) project is based, you see a 
pub across the road. It is squeezed into the ground floor of an unlovely modernist 
office block, but its name and iconography appeal to a proud Bristolian tradi-
tion. The pub is the Reckless Engineer, and its swinging sign carries a portrait 
of Isambard Kingdom Brunel. Brunel’s legacy is visible throughout Bristol and 
in the city’s connections with the rest of the world: the Great Western Railway, 
the Clifton suspension bridge and the SS Great Britain, the largest ship of its day, 
which still rests in Bristol Harbour.

Biographies of Brunel suggest that he would have regarded the nickname with 
some measure of pride. Brunel would not want to have been regarded as danger-
ous or negligent, although the hazards of nineteenth century engineering would 
be unacceptable by today’s standards. He yearned for precision in his calculations, 
experiments and manufacturing. But his combination of scientific expertise, inge-
nuity, business acumen and political skill personified the Industrial Revolution – 
looking to change rules rather than just operating within them. One contemporary 
writer, horrified by Brunel’s Great Western Railway, described the engineer as ‘an 
inexperienced theorist, enamoured of novelty, prone to seek for difficulties rather 
than to evade them, and utterly indifferent as to the outlay which his recklessness 
entailed upon his employers’ (John Latimer, quoted in Buchanan 2006).

Such recklessness, which might now be referred to as ‘pushing the limits’ 
(Petroski 2004), would assure his status as a British hero (beaten only by Winston 
Churchill in a 2002 television poll).2 Brunel was the engineer who above all 
reminds us that engineering is not merely applied science, but rather a distinct 
way of understanding and engaging with the world (see Vincenti 1990). In addi-
tion to their different ways of knowing, engineers also bring different ideas of 
responsibility. In this chapter, I discuss what it means to know about geoengi-
neering from different disciplinary and interdisciplinary perspectives and how 
this affects the responsibilities of researchers.

Physicists, fantasists and philosophers

An interviewee told me that geoengineering is a construction of ‘physicists, fan-
tasists and social scientists’. In the interests of alliteration, as well as the argument 
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that I made in Chapters 1 and 2, I would suggest changing this to ‘physicists, 
fantasists and philosophers’, but the point remains that geoengineering, despite 
its name, has had relatively little to do with engineering. Just as synthetic biolo-
gists have argued that genetic engineering barely counts as engineering (Schyfter 
2013), so a real geoengineer would look at current geoengineering research with 
astonishment.

Ralph Cicerone, the president of the US National Academy of Sciences, has 
argued that, for geoengineering, ‘research be considered separately from imple-
mentation’ and that ‘we should proceed as we would for any other scientific prob-
lem, at least for theoretical and modeling studies’ (Cicerone 2006, p. 223). It is 
easy to understand scientists’ reluctance to engage with questions of technol-
ogy development, but as scientific research builds up around geoengineering it is 
hard to sustain the argument that this is equivalent to ‘any other scientific prob-
lem’. Scientists are in the main hugely ambivalent about geoengineering, but the 
instinctive response is often to turn their ambivalence into research questions. 
They will often justify themselves by arguing that they are anti-deployment but 
pro-research. However, the separation between reluctance and enthusiasm is not 
so easy. James Fleming is critical of some ‘sincere but deluded scientists’ who are 
‘pathologically enthusiastic about their research, but not able to really rein in 
their enthusiasm’ (quoted in Tkacik 2011). I would suggest that there is some-
thing more complicated than delusion at work, but I agree that there are dangers 
in well-intentioned enthusiasm.

If we are to take seriously the idea of geoengineering, we should seek to under-
stand the different methods, cultures, norms, ethics and senses of responsibility 
across the various disciplines involved. The SPICE project put engineering at 
the heart of geoengineering research. Before SPICE, knowledge about geoengi-
neering was overwhelmingly episteme (knowing that) rather than techne (know-
ing how) (see Ryle 1971; Hansson, forthcoming). The disruption brought by 
the proposed SPICE experiment can in part be explained by the way in which 
experiments blend episteme and techne (Hansson 2014). SPICE has challenged 
the norms of geoengineering research and exposed underlying assumptions about 
relevant knowledge and responsibility.

It is hard to put one’s finger on the technical novelty of emerging technolo-
gies, such as nanotechnology or synthetic biology. Scientists in competing fields 
may argue that these are merely new labels for established science, as may the 
nanotechnologists and synthetic biologists themselves when regulators begin ask-
ing difficult questions (Rayner 2004). But emerging technologies are often socio-
logically novel, in the sense of bringing together new combinations of people and 
knowledges and suggesting new futures.

Interdisciplinarity is one of the characteristics of what Nowotny et al. (2001) 
call mode 2 science, conducted ‘in the context of application’. When innova-
tion or policy-relevant knowledge is demanded, innovators or policymakers 
should not be expected to care much about which disciplines are providing 
them. With the growing policy emphasis of the accountability and ‘impact’ 
of research, disciplines are often talked about as though they are a problem.  
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We repeatedly hear about the need to break down disciplinary boundaries and 
break out of  disciplinary silos. But the policy rhetoric overlooks the practical 
difficulties of making interdisciplinarity work – the modes and logics of interdis-
ciplinarity (Barry et al. 2008). Interdisciplinarity is not just the mixing of disci-
plines. The process of integration can see disciplines integrating symmetrically, 
but there is more likely to be antagonism and subordination as assumptions are 
shared and negotiated (Barry et al. 2008).

When we include matters of experimentation and responsibility, disciplinary 
assumptions and conventions are vital, particularly in areas such as geoengineer-
ing, where the configurations of disciplines are so new. Disciplines are, to use 
Barry et al.’s phrase, ‘repositories of a responsible kind of epistemological reflexiv-
ity’ (Barry et al. 2008, p. 26). The responsibilities that geoengineering researchers 
take on are largely a product of the disciplines that they come from and the con-
versations and reflections that are produced when disciplines interact.

Searching for the ‘perfect particle’

Before the SPICE project began, there was relatively little questioning of what 
the particles involved in stratospheric particle injection might be. The volcanic 
analogy meant that the model particles were sulphates. These are produced in 
large quantities by volcanic eruptions, and they appear to be reasonably good at 
reflecting sunlight. But the evidence from eruptions is that sulphates also deplete 
atmospheric ozone (Rasch et al. 2008). One strand of the SPICE project is asking 
whether, once unconstrained by the contents of a volcano, we might be able to 
find a particle that reflects sunlight better and damages the atmosphere less while 
remaining airborne long enough to do its job.

The team of atmospheric chemists, climate modellers and volcanologists are 
looking at, among other materials, titanium dioxide, alumina, silica, calcium car-
bonate, sea salt, zinc oxide, silicon carbide and diamond dust (Pope et al. 2012). 
They are trying to balance multiple criteria. Small particles are good at dispersing 
and reflecting, but they are likely to be more reactive. Researchers want some-
thing that doesn’t condense, doesn’t form into clumps and doesn’t absorb too 
much radiation, which would heat up the stratosphere. On the assumption that 
‘what goes up must come down’, they are also looking at the toxicological and  
ecotoxicological effects of these chemicals.

Turning this challenge into doable experiments employs the ordinary appa-
ratus of classroom chemistry, as well as cutting-edge ‘laser tweezers’ to levitate 
single particles so that researchers can study what might happen to them in 
the environment. The experimental work required to do these things comes up 
against problems and serendipities that are a world away from the politics of geo-
engineering. Measuring the properties of particles requires extensive groundwork 
just to get apparatus built and working reliably. In one study, a flow tube misbe-
haves, delaying the research while a new polonium source is found. In another, 
the laser tweezer experiment has succeeded in trapping a particle for 30 minutes, 
which they think is a world record. Listening to the individual SPICE scientists 
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present their work, except for the introductions and caveats that bookend their 
talks, one could be forgiven for thinking their research was taking place in an 
arcane sub-discipline rather than being a highly politicised issue.

The researchers talk about ‘positive’ and ‘negative’ results for their particles, 
but the work is inching towards the conclusion that there is unlikely to be a ‘per-
fect’ particle. Each has its advantages and disadvantages, and once the conversa-
tion draws back to include the other SPICE disciplines, the question becomes 
‘perfect for what?’ The engineers begin by expressing their distaste for sulphates. 
They are thinking about their pipe, and they refer to both sulphuric acid and 
hydrogen sulphide as ‘nasty chemicals’. They speculate about what might happen if 
a pipe bursts and 20 tonnes of the stuff falls to the ground. They worry about sul-
phur dioxide freezing in the pipe and consider whether liquid nitrogen might be 
a useful carrier for the particle of choice. A discussion about diamond dust raises 
some eyebrows, but the engineers are surprised to find it is cheaper than they had 
assumed. It is not the only surprising proposal. David Keith has suggested the 
possibility of engineering bespoke particles that levitate photophoretically (using 
solar radiation to stay aloft) (Keith 2010).

The coming together of the disciplines in SPICE challenges the presumption, 
apparent in much geoengineering research, that there is an optimal solution. 
There are only better or worse solutions, depending on the criteria considered 
important at the time. The more disciplines that are involved, the more these 
criteria proliferate and clash. In particular, the involvement of engineers in 
SPICE has forced reconsideration of some aspects of geoengineering that had 
been neglected.

Bounding science and technology

Philosophers of technology have attempted to demarcate science from technol-
ogy and scientists from engineers according to their goals, success criteria and 
ethics (Cordero 1998). Walter Vincenti argued that ‘for engineers, in contrast 
to scientists, knowledge is not an end in itself or the central objective of their 
profession. Rather it is . . . a means to a utilitarian end’ (Vincenti 1990, p. 6). 
Computer scientist and engineer Fred Brooks put it like this: ‘A scientist builds 
in order to learn, an engineer learns in order to build’ (quoted in Nightingale 
2004). But Vincenti also makes the point that engineering is not just the applica-
tion of knowledge. Engineers go beyond applied science to generate new sorts of 
knowledge. According to Edward Constant, ‘technology explores the environ-
ment directly, not “vicariously” as does science’ (Constant 1984). These insights 
go some way towards explaining what Rabinow and Bennett, in their exploration 
of synthetic biology, call the ‘engineering disposition . . . understanding through 
making and remaking’ (Rabinow and Bennett 2012, p. 15).

An important insight from recent science and technology studies is that the 
closer one looks at science and technology in areas of innovation, the more they 
appear to blur into something like ‘technoscience’ (Latour 1987). The separa-
tions between science, engineering and technology may have more to do with 
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the ‘boundary work’ of the researchers themselves than any essential differences. 
We can look back to John Tyndall’s dismissal of engineering as nothing more 
than ‘trial-and-error’ (Gieryn 1983), as well as to current debates around emerg-
ing technologies.

Researchers in synthetic biology are explicit about their aim of turning biol-
ogy into an engineering discipline (e.g. Endy 2005). The dynamics of geoengi-
neering are rather different. There is a caution about embracing engineering and 
the shifts in responsibility that this would entail. With carbon dioxide removal, 
engineers have already been involved in doing some of the calculations that have 
been important in destabilising some of the more hubristic claims for the con-
tribution of direct air capture. Engineers have pointed out that the removal of 
additional carbon dioxide from the atmosphere with machines would require an 
industry at least as big as that which put the carbon dioxide there in the first place 
(e.g. Axon and Lubansky 2012). The contribution of engineering in this case has 
been to add a technical understanding of the scale of sociotechnical system that 
might be required to reverse the Industrial Revolution, at speed. One estimate 
puts the cost of doing this at $1,000 per tonne of carbon dioxide (House et al. 
2011), meaning that effective removal on a scale to reverse climate change would 
run to many trillions of dollars.

An early contribution of the SPICE project was to run the numbers on solar 
radiation management (SRM) options in a similar way. One of the SPICE engi-
neers justified the approach like this:

‘As an engineer, I don’t like anybody talking about something like geoengineering 
as a . . . potential fix, solution, or whatever, if it turns out that it isn’t practi-
cal . . . There’s no point in going too far down your enthusiasm for a particular 
course of action if it turns out to be practically impossible.’

The engineers’ paper offered a ‘rational comparison of the technologies for 
delivery of aerosols into the stratosphere’ (Davidson et al. 2012). It estimated 
the costs of various options for getting particles into the stratosphere. Certain 
things are taken into account, such as the costs of new equipment; other things 
are consciously left out, such as the transport and personnel costs of operating 
the eventual infrastructure; and other things are ignored, such as the security 
and terrorism risks of these new, highly centralised, critical facilities, the costs of 
understanding and compensating for the side effects of deployment, or the pos-
sible contingencies and unknown unknowns.

The paper runs down the list of various options that have at some point been 
proposed for getting substances into the stratosphere: free-flying balloons (dis-
posable or reusable), towers (freestanding or supported by guy ropes), aircraft, 
artillery firing shells upwards, missiles (disposable or reusable) and airships. 
These options are evaluated according to their environmental impact and ‘social 
impact’. They are all dismissed, ultimately, as too expensive. The idea of scat-
tering particles using aeroplanes is calculated to be more complicated than first 
thought. The ‘several aircraft’ imagined by Budyko (1974) and taken on by Keith 
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(2013) would, according to the SPICE paper, more likely be a fleet of 1000 planes 
each flying 1000 trips per year, costing more than £100 billion.3

The engineers’ serious examination of geoengineering proposals leaves them 
plenty of room for ridicule. Particular scorn is reserved for the idea of 20-kil-
ometre-high towers. A diagram sketches such a tower, dwarfing not only built 
structures from the Great Pyramid at Giza to the Burj Khalifa skyscraper in Dubai 
but also Mount Everest. Here the ‘rational assessment’ only just stops short of 
farce. A stratospheric tower made of carbon fibre would have a diameter of more 
than 500 metres, a weight of 62 million tonnes and a cost of around £250 billion. 
Given that the current production of carbon fibre is 50,000 tonnes per year, the 
authors estimate that ‘a few trillion pounds would be needed to increase carbon 
fibre production to the 10+ million tonnes p.a. needed to make the materials for 
these towers’ (Davidson et al. 2012, p. 4277).4 In presenting this work, the engi-
neers joke that such a tower may become cost effective if it were built on top of 
Mount Everest.

The SPICE paper’s final option – ‘balloon-supported high-pressure pipes’ – 
comes out on top. A paper published just a couple of years earlier had lumped 
balloons and towers together as ‘more exotic techniques’ (Robock et al. 2009), 
but the balloon idea had subsequently been given approval by the authors of 
Freakonomics (Levitt and Dubner 2005), inspired by Nathan Myhrvold’s 
‘Stratoshield’ (Intellectual Ventures 2009). The paper calculates the cost of the 
balloons in the order of billions of pounds. Other options range from tens of bil-
lions to trillions.

The engineers working on geoengineering are currently taking on a problem 
defined at an absurd scale of abstraction. The numbers they use as the starting 
point for their calculations are the total quantity of carbon dioxide in the atmos-
phere and the predicted temperature rise. This is climate change-by-numbers, a 
giant problem that needs to be reduced to a problem conceivable in engineering 
terms.

If a stratospheric balloon is taken seriously as an engineering proposition, 
a host of questions demand consideration, and these involve setting aside the 
political baggage of the issue and reducing the social experiment to a set of tech-
nical calculations. Some can be answered in sketches on scraps of paper, as they 
were to me in conversations with the SPICE engineering team. Others suggest 
the need for various forms of modelling and testing. If a balloon is to float in the 
stratosphere, how strong would its tether need to be? The tether would, in effect, 
be holding down the balloon, but it would need to hold up its own weight, which 
could be hundreds of tonnes. The balloon and its tether would need to cope not 
just with the most severe winds and the storms that the troposphere can whip 
up, but also with the 160 kilometre per hour jet stream that would pummel the 
middle of the tether once the balloon was at an altitude of 20 kilometres. Would 
these winds push the tether sideways, meaning 30 kilometres of hose would be 
needed rather than 20 kilometres? Would they cause vibrations that could wobble 
the thing to pieces like the Tacoma Bridge? If the tether were expected to carry a 
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liquid inside its whole length, how strong would it need to be? And how could the 
liquid be stopped from freezing on its journey upwards? All of this would require 
a pump of extraordinary power – how much would depend on what substance is 
being pumped up and how much is required.

For the engineers, the various problems and contingencies associated with 
both climate change and current geoengineering proposals are narrowed such 
that the balloon itself becomes the problem. The challenge of combatting cli-
mate change morphs into the question of how to get a working tethered balloon 
system. The prospect of a balloon larger than a football stadium, tethered to float 
above the altitude of an aeroplane, which many imaginations would find ridicu-
lous, becomes to the engineers a fascinating set of research questions.

When the SPICE team assembles, the engineers demand workable informa-
tion from the climate scientists about high-altitude weather. They want to know 
more about the jet stream. They ask the climate modellers where gusts will hap-
pen, in case they coincide with the natural frequency of the balloon, which could 
become a giant, upside-down pendulum. They ask the chemists about the health 
hazards of the various particles under consideration. Each engineering question, 
once answered, prompts others. If the tether is too heavy, how would it be sup-
ported? With more balloons at intervals along the pipe? How big would these 
need to be? If the balloon needs to be bigger than first imagined, what materials 
would be needed? How hot would a slurry carrying the particles have to be to stop 
it freezing?

The engineers’ research also throws up tangential questions: How to photo-
graph and detect a long, thin tether as it stretches up into the sky? How to fix 
their laser vibrometer? They realise the limits of current models, which typically 
represent a balloon like a soap bubble, with uniform surface tension or, when 
tethered, as a solid object on the end of a string. When dealing with a balloon of 
the size they are imagining, these models are deemed inadequate.

The engineers could be seen to be testing this idea to destruction. They would 
claim that their approach is inherently precautionary; in looking for something 
that works they have to explore all the reasons why it might not work. They are 
attuned to some of the limits and social dimensions of technology. But we can see 
the potential for a form of ‘escalating commitment’ (Staw 1976) towards the bal-
loon option. Indeed, one of the criticisms of the testbed experiment described in 
Chapter 5 was that if something went wrong, this would only increase the desire 
of the engineers to tweak and improve the system.

In interdisciplinary work, different disciplines take some things for granted 
while exploring others. The climate scientists are investigating the impacts of 
an imagined technology while taking the technology for granted. The engineers 
take the problem of climate change for granted, at a level of abstraction that suits 
their technological interests, while asking what it would take to construct and 
maintain a technology capable of making a difference. Their reductionism, and 
the knowledge that it produces, are surrounded by contingencies that are mark-
edly different from those of their natural sciences colleagues.
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Intersecting contingencies

In their landmark study of laboratory science, Bruno Latour and Steve Woolgar 
(1979) trace the production of robust scientific facts from experiments that seem, 
up close, to be chaotic and contingent. The farther one moves away from the 
research coalface, the more likely these contingencies are to get erased, a point 
subsequently developed by Collins (1987) and MacKenzie (1990) in the contexts 
of public science and technology assessment, respectively. In scientific research, 
distance seems to lend enchantment.

I described in the previous chapter some of the contingencies of climate mod-
els as they apply to geoengineering and how these can get lost as the models 
are pressed into public service. Climate modellers are normally happy to admit 
the uncertainties inherent in their code and its depiction of the world, but not 
everyone would see what Hastrup (2012, p. 6) calls the ‘built-in humility’ of 
the models. The climate models may travel independently of the modellers who 
know their foibles, as one of the SPICE climate scientists described:

‘The model may get taken and given to a PhD student and they don’t really know 
about it. They kind of run a study, their PhD is reliant on it. You know, there can 
be a blurring of how much someone knows if it’s tuned or not . . . I think there’s a 
lot of overconfidence in quite a few of the modellings that I’ve seen.’

Climate models are themselves products of decades of interdisciplinary interac-
tions (Shackley and Wynne 1995), although much of the criticism of current 
integrated assessment models can be explained by a concern that the various con-
tingencies and concerns of the constituent disciplines, particularly in the social 
sciences, have been chopped off as they have been assimilated. And, as Steve 
Rayner describes it, the uncertainties can ‘melt into the background’ (Rayner 
2000, p. 280) when integrated assessment models move away from their origins. 
An important question for the future of geoengineering research is how the con-
tingencies of various disciplines are maintained and interpreted.

As disciplines are brought together by new issues we see a meeting of their var-
ious contingencies, ifs, buts and uncertainties. At first sight, engineers may regard 
the environmental science as either straightforward, in the sense that we know 
about climate change or know about the effect of volcanoes on climate, or impos-
sibly naïve, for example in climate models’ inability to predict the real impact 
of geoengineering. For their part, the natural scientists may begin by regarding 
engineering questions as either dangerous or irrelevant.

The climate scientists working on geoengineering look at the eruption of 
Mount Pinatubo and express astonishment that a relatively small amount of 
material has such a dramatic effect on global climate. The engineers focus not 
on the small amounts of dust but on what one described as the ‘huge amount of 
energy’ required to propel it into the stratosphere. These two disciplinary views of 
the same phenomenon lead to very different research questions.

Geoengineering researchers from the natural sciences can criticise what they 
see as a tendency among engineers to instrumentalise their science, to regard it 
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as a service to a wider project that is, ultimately, an engineering one. When the 
SPICE team gets together, it is typically the engineers who ask the first ques-
tions, who probe the scientists to tell them more about particular aspects of their 
research. The impression matches that given by Stephen Salter, who told Jeff 
Goodell that ‘scientists are people who know more and more about less and less, 
while engineers have to know a little bit about a lot of things, and they have to 
learn it fast’ (quoted in Goodell 2010, p. 167). The scientists’ suspicion is that 
the engineers are working in the wrong direction, starting from the device and 
selecting whichever pockets of understanding help them.

For some scientists, the differences in approach are less about epistemology 
than ethics:

‘Engineers generally want to do stuff. Scientists are content to understand it with-
out necessarily wanting to do anything . . . Engineers tend to be more pragmatic 
and less constrained by broader considerations. They tend to regard the question of 
whether you can do it as entirely separate from the question of whether you should 
do it . . . Scientists would tend to regard knowledge as value free and engineers 
would tend to regard technology as value free.’

One of the SPICE team saw this as a difference in disposition: ‘They think every-
thing’s possible and people can fix things, and I think the scientists tend to be more 
doubtful of our abilities to solve anything in the real world and more doom-and-gloomy.’

These differences are perhaps most clearly expressed in the ways in which geo-
engineering researchers express and regard their own responsibilities.

Responsibility and uncertainty

A geoengineered world would in principle mean humanity taking responsibility 
for the climate, if not for every weather event. It would mean a massive extension 
of the modernist project of joining risk to blame. Every storm, flood or drought 
could be redrawn as somebody’s fault. ‘Acts of God’ would become points of liti-
gation. However, following the arguments in my first two chapters, we should 
not leapfrog more immediate discussions of responsibility. In engaging with the 
uncertainties of the geoengineering debate, researchers also engage with a set of 
new responsibilities.

Engineering, as a profession and a research discipline, defines itself in rela-
tion to, rather than apart from, the society that it purports to serve (Nichols and 
Weldon 1997). Engineering, like medical science, attends to human needs, even 
if these needs are not straightforwardly defined. With the growth of engineer-
ing as a profession during the twentieth century, engineering ethics began to be 
taught in universities, in much the same way as medical ethics became a part 
of doctors’ training. Questions of responsibility are unavoidable in engineering, 
although they tend to be answered in rather a narrow way. Much of engineering 
ethics could be characterised as ‘disaster ethics’ (Kline 2001), aiming to avoid 
catastrophe or to reassure the public, rather than reflecting on bigger questions of 
the common good.
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At one SPICE meeting, a small section of aerodynamic hosepipe was passed 
around the group. The model was a low-tech mock-up, but it was still a designed 
thing, inserted into a debate that remains resolutely immaterial. Its appearance at 
the SPICE meeting was met with confusion. The natural scientists were unsure 
how to engage with this particular toy.

Even when they are not making things, the engineers are seeking to under-
stand a future world of things made for the purpose of geoengineering. To some 
of their non-engineer colleagues, this feels premature. The engineers on the 
SPICE project can, when challenged, retreat to a well-established response in 
which their role is not to question problems, but to provide solutions. They sepa-
rate questions about what is possible from those about what is desirable. SPICE 
researchers told me about the need to consider practicalities before ethics and 
about engineers’ foremost responsibilities towards their ‘client’.

The Geoengineering Google Group – an email forum – bears witness to some 
examples of engineers going much further, expressing contempt for ethics as they 
imagined it. In an email directed at the philosopher Ben Hale, one engineer 
responds to Hale’s suggestion that experimentation with geoengineering might 
pose ethical concerns:

You are totally wrong and confused. There is a vast range of philosophical 
questions associated with implementation of geoengineering but the issue is 
not implementation. Who are you to tell geoengineers what they can think 
about, what they can calculate, when they can do small, controlled, safe 
‘laboratory’ experiments in which peers have an input. I suppose you would 
like to have such control but you won’t get it.

(Email, 12 November 2012)5

In a subsequent message:

Geoengineers develop options. If they move into implementation then they 
assume a different role where ethics can play a part. However, ethics has 
nothing to say about Geoengineering R&D other than ‘do no harm’.

(Email, 12 November 2012)

And, following a suggestion that geoengineering researchers themselves need a 
better understanding of philosophy:

What an outrage! Should engineers apply philosophical theory to determine 
what they study? In any case politicians and related will decide what is imple-
mented, not the engineers. Most politicians are unimpressed by ethics. Tell 
the ethicists to stuff it; but in any case leave geoengineering alone and focus 
on the decision makers.

(Email, 12 November 2012)

It would be wrong to read such views as in any way representative of the geoen-
gineering research community. The Geoengineering Google Group was initially 
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overseen by Ken Caldeira, but this role has now moved to an  enthusiastic  amateur. 
The forum is open to non-scientists, and its archives are visible to anyone who 
cares to search, but some of its contributors write as though they are unaware 
of or uninterested in its transparency. It has an information-sharing function, 
announcing relevant new papers or opinion pieces. It also provides a forum, par-
ticularly for those who are not regular participants in the grand tour of geoengi-
neering meetings, to make sense of and shape the politics of geoengineering. The 
most vocal participants are those advocating a particular geoengineering option, 
such as biochar, or those who see climatic emergencies as demanding urgent geo-
engineering. The public ambivalence of the mainstream geoengineering research 
community is only occasionally represented. For this reason, one of the SPICE 
researchers described the email forum as ‘a slow motion car crash’.

Carl Mitcham (1997) argues that the model in which engineers are respon-
sible only to their clients evolved over the twentieth century to take account 
first of engineers’ own value considerations and subsequently of their wider social 
responsibilities. Further conversations with the SPICE engineers trace this evolu-
tion. One of them admitted that in this case, the client could be imagined only in 
abstract terms as the human race or the planet. They therefore admitted the need 
to consider their social responsibilities in addition to their role responsibilities 
(see Douglas 2003).

Engineering is a design discipline. It is explicitly normative in the way it 
imposes particular imaginations onto the world.6 The presumption of particu-
lar technological fixes first demands the articulation of a problem. For Petroski, 
‘understanding and articulating the problems with the existing system . . . is 
essential to working out an engineering solution to a problem’ (Petroski 1996, 
p. 147). As one of the SPICE engineers put it, ‘There’s a problem that needs to be 
solved so the engineers get to it and try to solve it . . . It’s just a standalone problem.’

According to Downey et al. (2006, p. 108), ‘drawing a boundary around a 
problem was the essential step in learning the “engineering method”’ in the post-
war United States, but they admit that other cultures can and should imbue engi-
neering practice with additional values. The growth of curricula and research 
within ‘engineering ethics’ points to a recognition that engineering is about more 
than ‘right or wrong answers’ (Downey et al. 2006, p. 108).

But the definition, and therefore narrowing, of a problem is a problematic 
negotiation. Engineers develop things, but these things have imagined functions. 
Questions of what a technology is and what it is for are entangled (Kroes 2010). 
Engineers know that technologies can be remixed and repurposed. A stratospheric 
balloon may turn out to be more useful for global communications than for parti-
cle spraying, so the engineers are ready to switch targets and shape another doa-
ble problem. But they cannot completely escape the substantive aspects of their 
technologies, in which their designs embed particular values, through particular 
definitions of the problem. Technologies are never just means to ends. They are 
detours, new paths taken towards particular definitions of problems (Latour and 
Venn 2002).

An important insight from literature in the social construction of technology is 
that the direction in which technologies evolve depends on how individuals and 



186 The reluctant geoengineers

groups represent the problems to which the technology is a solution. At one level, 
the problem to which geoengineering offers a solution – climate change – seems 
uncontroversial. But the problem imagined by the SPICE engineers is more spe-
cific – how to get thousands of tonnes of a particular material into the stratosphere. 
Offering to solve this ‘problem’ is much more controversial. There are plenty of 
geoengineering researchers, within and outside SPICE, who think that asking this 
question is itself irresponsible or a distraction from more important agendas.

Those who see climate change as an engineering problem (see Chapter 3) 
and the subset who see the task of stratospheric aerosol injection as a more well-
defined engineering problem may argue that we therefore require something like 
an Apollo programme or a Manhattan Project to get the job done. But as David 
Collingridge described in 1980, it was easy to tell when these projects had worked: 
‘Success for the Manhattan Project was a bomb which exploded with more than 
a particular force. Success for the moon programme was the landing of a piece 
of hardware carrying a man and its safe return to Earth’ (Collingridge 1980, 
p. 15). When it comes to schemes such as the Green Revolution, which sought to 
improve crop yields around the world, success is more contested, not least because 
of vast disagreements about what ‘the problem’ was (Collingridge 1980).

The more time the SPICE researchers spend working on geoengineering, the 
more the analogies with nuclear bombs and moonshots unravel. One SPICE 
engineer referred to the task of designing and building a nuclear weapon as ‘actu-
ally a fairly confined problem . . . a fairly simple problem compared with trying to 
understand the planet’. Nevertheless, they believe that engineering should be part 
of the response.

The natural scientists within SPICE are less sure. Before the project began, 
some of them viewed geoengineering as a dangerous aberration. One told me, ‘I’d 
thought about it. I’d heard about it. I didn’t like it.’ But in common with the engi-
neers, and partly as a result of the unusual way in which the project was funded, 
most were new to the debate. Some were resolute in sticking to their disciplinary 
research, with one responding, ‘The science, I’m very interested in. It’s the politics 
that goes with it . . . that’s not what I’m expert in.’ However, this same scientist, a 
climate modeller, still justified getting involved in terms of tempering others’ use 
of climate models to justify stratospheric geoengineering:

‘I suppose I’ve gone into it wanting to demonstrate that we can’t rely on a model 
to do something like that . . . It needs people like me to be engaged . . . It’s very 
interesting to be forced to think about [geoengineering] because, even being within 
the [SPICE] project, it’s much easier to just say “Ooh, I’m just learning about vol-
canoes, we’re just making the models better”, and it’s very easy to put blinkers on.’

Postdoctoral researchers and PhD students who joined the project once it was 
underway revealed similar concerns:

‘I was very uncomfortable with taking the job in the first place because it was geo-
engineering and my feeling about geoengineering was it was nuts and we shouldn’t 
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be messing with the natural ecosystems because we know so little about them . . . I 
came to realise that people were actually taking these geoengineering ideas seriously, 
which was even more terrifying to me and that sort of made me split; half of me 
wanted to run screaming in the other direction and have nothing to do with it but 
the other half of me felt that it was really important that people take a good hard 
look at these technologies.’

Another junior SPICE researcher told me this:

‘Working on geoengineering is quite exciting compared to normal climate sci-
ence . . . you kind of feel like you’re actively contributing science towards policy 
decisions . . . I’m one of those scientists that thinks the ethics actually kind of 
comes first . . . So if you’re trying to do good in a study you should think about 
ethics before you do that study.’

But this scientist also said, ‘It’d be nice not to have geoengineering directly in the 
study’, arguing that the abnormality of the politics interferes with the normal pro-
cess of doing science. Younger geoengineering researchers appreciate the career 
risks of defining themselves in such narrow terms. They see a tension between dis-
ciplinary allegiance and the need for interdisciplinarity as they ‘chase geoengineer-
ing’s tail’, as one put it. One of the SPICE scientists echoes a common scientific 
refrain: ‘I just want to figure out what the answer is’. But the SPICE team recognise 
that some of the questions are so strange that the act of answering them can never 
be straightforward.

SPICE researchers appreciate that by getting involved in geoengineering 
they may be inadvertently and incrementally contributing to the reification 
of the idea that they find so problematic. Their project is already locked into 
the particular idea of stratospheric particle injection, although one could argue 
that this concentration is the result of previous assessments from the Royal 
Society and others (see Bellamy et al. 2013). In news stories and on websites, 
the iconography of the full-scale stratospheric balloon attached to a giant ship 
is inescapable. Their concern is that their research will increase the possibility 
of further lock-in. Matt Watson, the SPICE lead researcher, described on his 
blog, while preparing the response to the Engineering and Physical Sciences 
Research Council (ESPRC) stage-gate, coming to terms with this dynamic and 
the importance of steering clear of intentional or accidental advocacy of single 
geoengineering options.7

The decision to research geoengineering, even if justified as a defensive 
response to the misplaced technological enthusiasms of others, legitimates a set of 
proposals that until very recently had been seen as fantasy. One scientist sensed 
that ‘the pressure’s on to keep the controversy going’. But the team’s discussions over 
the course of the project also reveal an emerging sense of responsibility. They are 
quite open to the possibility that their research could destabilise the object of 
their attention, making stratospheric particle injection less, not more, likely by 
demonstrating its difficulties and opening up new uncertainties.
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Caveats and the public control of uncertainty

Most of the climate modellers who have turned their attention to geoengineer-
ing recognise that even if the scientific tools are the same and the questions only 
incrementally different from those of conventional climate science, geoengineer-
ing research has a radically different public and political context. They are aware 
of the need to, as one put it, ‘get results, communicate them and communicate them 
carefully, because . . . they are still just models’. However, in the absence of any 
other experiments, the claims made from model studies have been hugely impor-
tant in shaping the geoengineering debate. The scientists who first ran simula-
tions of a geoengineered world admit that they wanted to demonstrate what a 
bad idea it would be. (Some go on to describe how the results of these model runs 
surprised them by suggesting it wouldn’t be as bad as they feared.) As in the more 
mature debate on climate models and climate change, accusations of under- and 
over-claiming from models runs abound.

In geoengineering research, models have been asked to do more than just 
imagine future climates. Models have been asked to project the implications 
for various systems in a hypothetical geoengineered world. Over the few years 
in which I have been interacting with them, geoengineering researchers have 
displayed a growing confidence in talking about ‘winners and losers’ from geo-
engineering. This kind of talk was previously reserved for private scientific discus-
sions, at which discussions of the researchers’ modelled worlds become playfully 
unreal. The researchers talk in private about the dangers of ‘switching off the 
Indian monsoon’, ‘greening the Sahel’, ‘warming the poles’ or ‘wiping out Mali’ 
as though the planet were a toy. In doing so, they typically also imagine, explic-
itly or implicitly, either a benign global dictator or a homogeneous collective – 
Mike Hulme’s ‘global “we”’ (Hulme 2014, pp. 54–55) – that will be making the 
decisions.

Geoengineering researchers discuss the calculus of winners and losers even 
though they know that with tiny adjustments to parameters the balance might 
flip in different models, with different conditions. At times, they prompt each 
other to remember that there is a real world to consider and that they should 
not pretend to be more certain about geoengineering than they are about cli-
mate change. In public, they are cautious. Scientific papers drawing on mod-
els are typically grounded with the judicious use of caveats that advise against 
drawing strong conclusions. These caveats cannot, however, completely control 
the public interpretation of their claims or manage the public reconstruction of 
uncertainty.

When Cold War scientists began to consider SRM, they imagined that among 
other beneficial side effects, crop yields would increase. The thinking was that 
crops would benefit from the continued increase in atmospheric carbon dioxide, 
without suffering from increased temperatures. Hamilton (2013, p. 252) quotes 
Harrison Brown as saying that ‘if in some manner the carbon dioxide context 
of the atmosphere could be increased threefold, food production would be dou-
bled’, a claim later endorsed by some on the right of US politics. In response to 
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speculation that geoengineering might threaten food and water security, some 
scientists have run their models to project crop yields. The conclusion of one 
study – that global crop yields would increase in a geoengineered world – is given 
the sort of caveat that has become obligatory in geoengineering modelling studies:

Therefore, although SRM may allow beneficial effects of CO2 fertiliza-
tion at a comparatively low level of climate change, the potential for such 
approaches to reduce the overall risks is still far from established. The safest 
option to reduce the climate risks to global food security may be to reduce 
emissions of greenhouse gases.

(Pongratz et al. 2012, p. 101)

The paper also argues that ‘to cover the full range of uncertainties, future stud-
ies should be carried out that employ a wider range of crop and climate models’ 
(Pongratz et al. 2012, p. 104). This statement betrays a confidence in models and 
their ability to capture ‘the full range of uncertainties’ that is shared by David 
Keith. Keith says that for stratospheric particle injection, there is ‘very strong 
evidence that it can substantially reduce many of the most important climatic 
changes and their associated risks’ (Keith 2013, pp. 8–9). He adds a note of cau-
tion about scientific uncertainty but goes on to say that ‘crop productivity in 
some of the hottest – and poorest – regions of the world would be higher with an 
appropriate amount of geoengineering’ (Keith 2013, p. 9). Keith concludes that 
‘the balance of evidence from the climate models used to date suggests that doing 
a little bit would reduce climate risks’ (quoted in O’Donnell 2013).

Another analysis by a mixed science and social science team uses model 
results to discuss the ‘optimisation’ of SRM in terms of ‘inequalities’, ‘effective-
ness’ and ‘winners and losers’ (Moreno-Cruz et al. 2012). The paper ends with 
this caveat: ‘Our results, of course, rely heavily on the GCM [general circulation 
model] data we use in our analysis and should be observed in the context of the 
significant uncertainties associated with these models’ (Moreno-Cruz et al. 2012, 
p. 662). Another paper, on geoengineering as a problem of optimisation, states, 
‘However, attempts to intervene in the climate system present a wide range of 
serious environmental and socio-political risks, a thorough discussion of which is 
beyond the scope of this study’ (Ban-Weiss and Caldeira 2010).

According to David Rier (1999), caveats are used by scientists to manage the 
risks of interpretation by their peers and the public. But the epidemiologists inter-
viewed by Rier downplayed the public role of caveats. Caveats are more likely to 
be used by scientists as tools for the management of their credibility within their 
own community. The geoengineering research community has a porous boundary 
between public and private, so the norms for the communication of model results 
and their caveats are not well established. Some scientists are happy to repre-
sent model results in public. Ken Caldeira tweeted that ‘models suggest people 
most vulnerable to climate change may benefit most from geoengineering. Risky 
desperation’.8 This tweet was in response to a piece in The New York Times by 
Naomi Klein. Caldeira went on to criticise Klein for her ‘factual errors’, which 
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apparently included her claim, from previous modelling studies, that ‘mimicking 
the effects of a volcano would interfere with monsoons in Asia and Africa, poten-
tially threatening water and food security for billions of people’ (Klein 2012).

The history of technology would suggest that advanced technologies, espe-
cially centralised sociotechnical systems controlled by rich people, will tend to 
exacerbate the gap between rich and poor rather than close it. Claims to predict 
winners and losers might be moderated with the additional uncertainties that 
would come from dependence upon an inherently unpredictable, highly politi-
cised sociotechnical system. As we move away from the research face, the range 
of uncertainties that might be considered relevant multiplies (see MacKenzie 
1993). We see, through their use of caveats, scientists’ attempts to maintain con-
trol of these uncertainties.

Following the controversy over the outdoor experiment, the SPICE team 
have grown increasingly aware of the various audiences to which their research 
might speak. One of the SPICE team was involved with a paper that discussed 
how ‘asymmetric forcing from stratospheric aerosols impacts Sahelian rainfall’ 
(Haywood et al. 2013). The research was framed in terms of the possible effects of 
volcanic eruptions on droughts in the Sahel. But the experiments that were con-
ducted, using the Met Office’s HadGEM (Hadley Centre Global Environment 
Model) climate model, simulated both volcanic eruptions and stratospheric 
geoengineering, with the only modelled difference being that volcanoes were 
assumed to pump up particles once, while geoengineering was assumed to be ongo-
ing. The conclusion was that sulphates put into the stratosphere in the northern 
hemisphere, whether from geoengineering or from a large volcano, would cause 
drought in the Sahel. If particles were injected in the southern hemisphere, the 
Sahel would get more rain.

The paper’s findings could have been interpreted any number of ways. The 
conclusions of the paper could, in the hands of more hubristic scientists, be taken 
as evidence of the possible benefits of well-placed geoengineering. The paper 
attracted media attention, not least because the lead researcher was located at the 
Met Office, an institution that plays multiple important roles: policy adviser and 
scientific research institute, as well as weather forecaster. But thanks to careful 
wording, the paper’s conclusion that there was a need for global governance of 
geoengineering deployment became the headline.

It was left to ETC Group to draw out some more-speculative implications. 
Conflating the Met Office’s research and policy functions, ETC Group saw 
the study as a step towards a world in which geoengineering would be used by 
Western governments as a form of ‘foreign aid’, steering regional climates away 
from drought. Even if the imagined endpoint was fanciful, ETC’s analysis of the 
dynamics of mission creep and normalisation in geoengineering research serves as 
a useful warning (ETC Group 2013).

Some of the SPICE team were flattered to have their work referred to by 
Raymond Pierrehumbert at the American Geophysical Union. As others in 
conventional climate science had done when Paul Crutzen published his paper 
(Crutzen 2006), Pierrehumbert reminded his audience of the high-level problems 
with SRM, calling it ‘barking mad’. He went on to argue the following:
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We don’t actually know enough about aerosol formation and about response 
of models to aerosols to begin doing this kind of fine tuning to even figure 
out how much we should put up there. There’s some very good work [as part 
of SPICE] . . . that shows how actually the modelling technology is not even 
up to doing this adequately despite what some aggressive proponents of geo-
engineering say.

(Pierrehumbert 2012)

Ken Caldeira’s reply, in the form of an email to the Geoengineering Google 
Group, was to draw the conventional distinction between those who support 
geoengineering and those who support research on geoengineering. He argued 
that modellers knew the foibles of models and were careful to add caveats to their 
claims.9

Some within the SPICE team are uncomfortable with hedging scientific over-
statement by using caveats. Their suspicion is that some within the geoengineer-
ing modelling community believe that the models are able to reliably predict the 
effects of geoengineering and that the use of caveats at the end of papers is merely 
a way to cover scientists’ backs:

‘Say if you were to do a study and its title was “Controlling the Indian monsoon 
through use of sulphate aerosols”. Let’s say that’s the title and you’ve done your 
study and you’ve concluded you can control the Indian monsoon really nicely if, 
whatever . . . Even if the scientists will appreciate those caveats . . . I think it can 
be quite dangerous if that’s just limited to one paragraph at the end . . . I don’t 
think you can say that every study is neutral by putting caveats in at the end.’

These caveats do not change the framing of the research, which is that the impli-
cations of SRM are amenable to empirical analysis, prediction and adjustment, 
nor does it disguise the palpable excitement that some within the climate change 
research community feel at the ability to use their tools for new purposes.

An alternative approach would be, as one SPICE modeller put it, to ‘shout the 
uncertainties from the rooftops’ in the way that research is done and communicated. 
The SPICE modellers see a clear need to speak back to the imperfections of the 
models as much as to the outside world. Some of the people running geoengineer-
ing experiments on climate models, such as Alan Robock, have already declared 
an a priori opposition to the idea of geoengineering, and yet the pattern has 
been for these studies to emphasise the knowns and downplay the unknowns. 
When uncertainty is discussed, it tends to be as justification for further research, 
leading to improved resolution of the assessments, rather than as something that 
fundamentally undermines the attempt to predict. One of the SPICE scientists 
reflected that over the life of the project, he had become more uncertain and 
critical of those who express sufficient confidence in the models to predict either 
that geoengineering will in some way ‘work’ or that it is doomed to fail:

‘You can parrot these things off. It’s the geoengineering researcher’s man-
tra: “There’s no magic bullet, only winners and losers”. But very few people 
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actually think deeply, I would argue, about what that actually means . . . I think 
 instinctively and on an evidence basis it’s pretty obvious that the people that are 
going to be worst affected by climate change, I would suggest, would probably be the 
people that will struggle with [climate change] adaption and with geoengineering.’

This scientist goes on to talk about two figures who have been prominent in geo-
engineering discussions, both of whom express huge confidence in their science 
but end up with very different conclusions:

‘I think at the start of the project my mindset would have been to find out which one 
of these two eminent scientists is correct and now what I think is I don’t trust either 
of them because I don’t think we know enough. You know, everything they say is 
caveated and they’re very clever but . . . I don’t want people who have a strong 
opinion about things when there’s so much uncertainty . . . anybody that’s got a 
strong opinion is on shaky ground . . . The thing that SPICE has done to me is it’s 
made me comfortable with not knowing things.’

Working together

As I described in Chapter 5, the reaction to the SPICE outdoor experiment sug-
gested a paradoxical concern, shared by some within SPICE, about the involve-
ment of engineers in geoengineering. A closer look reveals that engineers are 
playing multiple roles. They are interested not just in making things, but in 
understanding what it would require to exert control, through engineering, over 
the climate. The relative absence of engineering considerations from geoengi-
neering has contributed to a discourse of inevitability. Little thought has been 
given to the creation of either the hardware or the operating system software 
required for climate control. The technology is assumed to be already here, on 
the horizon or ‘just around the corner’ (Evans et al. 2009). Uncertainties, from 
this view, are seen as clearly defined and resolvable through scientific research.

The different disciplines gathered within SPICE have all in their own ways 
tried to carve doable problems (Fujimura 1987) from a still nebulous issue. To 
make geoengineering thinkable in terms of their discipline, each has approached 
geoengineering with its own norms, assumptions, contingencies and sense of 
responsibility. Their research questions approach geoengineering obliquely 
rather than directly. Research on geoengineering is not just about geoengineer-
ing. SPICE is not just about stratospheric particle injection for climate engineer-
ing. It is also about improving climate models, advancing the use of laser tweezers 
in experimental chemistry and understanding the dynamics of tethered balloons.

These disciplinary commitments are resilient, but they have begun to be chal-
lenged in the conversations that the SPICE researchers have had among them-
selves and with the outside world. Asked about the stakeholder engagement 
exercise that was imposed on the project by EPSRC and the stage-gate panel, 
one of the SPICE team said, ‘I thought it was a necessary evil to start with but I think 
beyond that now, and I think actually it’s rather important.’ The SPICE scientists, in 
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the main, regarded public and stakeholder engagement in the same way as they 
regarded engagement with each other (and with me). Towards the end of the 
project, one SPICE scientist reflected on the work required to talk across disci-
plinary cultures:

‘We’ve suddenly really got much, much better at talking to each other and, although 
the social science is another challenge, actually the challenge of the engineers and 
the modellers and the physical scientists talking to each other is a profound challenge 
in its own right.’

The experiment in interdisciplinarity that is happening within SPICE presents 
the possibility of a more critical, reflexive geoengineering research. Harvey 
Brooks argued that a vital role for science is as ‘the conscience of technology’ 
(Brooks 1994). As disciplinary contingencies interweave, assumptions are chal-
lenged and the dominant framing of geoengineering – it is doable and effective 
but risky, with calculable winners and losers – is challenged. One of the SPICE 
team reflected on where SPICE had ended up:

‘I would suggest that the vast majority of what SPICE will publish will suggest 
it’s not as good an idea as we thought it was . . . the ozone stuff is pretty alarm-
ing; titanium’s a non starter, it’s just so photo-reactive it’s just insane to even be 
thinking about it . . . the pipes are going to be difficult . . . and if you do this 
badly hemispherically [unbalancing the northern or southern hemispheres] you have 
profound effects . . . I think when the dust has settled, I think actually SPICE will 
have made stratospheric geoengineering, particularly by tethered balloons, slightly 
less likely, certainly in the way it was originally considered.’

Perhaps the greatest contribution of SPICE will be not in building knowledge 
about geoengineering, but in helping to destabilise the particular imaginary of 
stratospheric particle injection, and so break the cycle of speculation that has 
been allowed to dominate geoengineering discussions.

Notes

1 This chapter’s title is stolen from the name that Matt Watson, the SPICE principal 
investigator, gave to his personal blog: www.thereluctantgeoengineer.blogspot.co.uk.

2 There were allegations at the time that the election had been skewed by the concerted 
efforts of students from Brunel University in West London.

3 The 1992 report from the US National Academy of Sciences saw Navy guns as being 
the best way of getting particles into the stratosphere, dismissing aircraft as ‘impractical’ 
(NAS 1992, p. 453). In another moment of delicious understatement, the report also 
dismissed a proposal to use billions of small reflective balloons as ‘somewhat unattract-
ive’ (p. 454).

4 MacKerron (2014) adds that cost estimates normally ignore the market effects of such a 
dramatic increase in demand, most importantly the likely price increases.

5 Email posted to the Geoengineering Google Group.
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6 Science and technology studies researchers argue that the sociotechnical imaginaries of 
research scientists do the same thing, albeit less explicitly.

7 See posts at www.thereluctantgeoengineer.blogspot.co.uk: ‘5 reasons why lock in is 
unlikely in SRM geoengineering’ (5 June 2011); ‘Separation of science and policy?’ 
(3 June 2011); ‘Advocacy promotes lock in’ (5 June 2011); and ‘How to encourage lock 
in’ (14 June 2011) (accessed 23 May 2014).

8 Caldeira, K. [kencaldeira], Twitter post, 5 November 2012, 3:07 pm, https://twitter.com/
KenCaldeira/status/265621333923205120.

9 Caldeira, K., email posted to the Geoengineering Google Group, 9 December 2012.
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8 Reclaiming the experiment

Shared space

We have had more than a hundred years in which to come to terms with the 
motor car. The ways in which cars are regulated have evolved alongside the tech-
nology. In Chapter 2, I mentioned the Traffic in Towns report (Buchanan 1963), 
one of many attempts at a technology assessment. Since the publication of that 
report, planners and engineers in the UK and most other countries have worked 
on the assumption that the safest way to organise motorists and pedestrians was 
to separate them. Outside my own university in North London runs Euston Road, 
a busy dual carriageway decorated with the machinery of segregation – railings, 
warning signs, traffic lights, pedestrian crossings, curbs and underpasses. Outside 
Imperial College, on the other side of town, is an alternative arrangement. There, 
Exhibition Road has become an experiment in ‘shared space’.

The idea of shared space comes from the Dutch traffic engineer Hans 
Monderman, whose aim is to create an architecture of responsibility. Monderman 
claims that ‘we’re losing our capacity for socially responsible behaviour. The 
greater the number of prescriptions, the more people’s sense of personal responsi-
bility dwindles’ (quoted in Schulz 2006). His solution is to strip away the machin-
ery and instead encourage drivers, pedestrians, cyclists and whomever else to pay 
attention to each other. Lines between roads and pavements are blurred, curbs 
become slopes and pedestrians are invited to cross wherever they choose. The 
uncertainty this creates leads to greater caution and, according to shared-space 
evangelists, improvements in safety, traffic flow, economic activity and the qual-
ity of public space. Shared space does not tell people what to do. Instead, it cre-
ates a set of conditions for rethinking relationships and responsibilities. As a 
framework for metagovernance, the idea has some important lessons for science 
and innovation.

Following growing recognition of the power of science and innovation to 
transform our lives in profound ways, we have seen the creation of regulatory 
machinery that seeks to protect our health, environment and rights. But much 
of this machinery contributes to the segregation of science from society. Risk 
assessments and ethics committees promise society safety from the downsides of 
innovation, but in doing so they exacerbate the illusion of the possibility of con-
trol. Geoengineering demonstrates the need to see governance as a shared space.1
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There are plenty of arguments against the architecture of shared space. 
Opponents of the idea argue that by replacing rules with norms, shared space 
fails to protect vulnerable groups, such as blind pedestrians, and puts us all at risk 
from irresponsible drivers. One could make similar criticisms of a shared-space 
approach to science governance relating to power: vulnerable people still need to 
be protected, and rules are needed to ensure that bad intentions and bad actions 
don’t endanger us all. The regulation of technology must take account of such 
asymmetries. But I would conclude that with the geoengineering ideas that have 
been the focus of this book, we are not there yet. Proposals for solar geoengineer-
ing are at an early stage, and we should resist the urge to attribute too much power 
to them.

What you think about shared-space roads is likely to depend on what you 
think about traffic and, in particular, its speed. Geoengineering researchers are 
quick to argue the need for more research. Whether the justification is the need 
to develop this technology in case of emergency or to understand it in the event 
of others’ recklessness, there is a professed need for speed. It is hard to resist the 
tyranny of urgency and counter with a strong argument for slowness. Certainly 
there are some areas of innovation, directed at clear human needs, that demand 
strategic acceleration. But as I have argued in this book, for geoengineering, slow, 
thoughtful innovation is the order of the day (just as there is a case for ‘slow 
food’: Joly 2010). We should not pretend that we know how to proceed, what the 
relevant questions are, or whose expertise is most important. Perhaps we should 
follow the mantra of the shared-space movement that ‘unsafe is safe’.

If we take current proposals at face value, geoengineering would seem to rep-
resent a radical new architecture of responsibility – the gradual technocratic 
ownership of the climate. But as I have described in this book, the reality of geo-
engineering research suggests a far more interesting picture of responsibility that 
should give us cause for optimism. Geoengineering researchers are sharing their 
space in novel and interesting ways, inviting non-scientists to help them navigate 
through their uncertainties. The concern is that as speed builds up, the instinct 
for segregation will take hold.

We shouldn’t be scared of geoengineering, at least not yet. It is neither as 
exciting nor as terrifying as we have been led to believe, for the simple reason 
that it doesn’t exist. The technologies of geoengineering, at least those that have 
generated the most discussion, remain imaginary. Our ignorance is vast, and sci-
entific research, while generating knowledge, will produce further uncertainties. 
Projects such as SPICE that ask difficult questions about the means of geoengi-
neering begin to reveal quite how hard it would be, while also generating impor-
tant discussions about the ends of geoengineering research.

The big danger is not geoengineering but the fatalism, born of technological 
determinism, that is allowed to frame debates about emerging technologies. Part 
of my argument in this book is that geoengineering presents us – scientists, social 
scientists, stakeholders, members of the public – with an opportunity to imagine 
an alternative. The debate about geoengineering has provided a unique window 
onto a technology-in-the-making, a chance to see scientists agonising about an 
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issue for which there are no right answers. One of the Royal Society working 
group members told me about the novelty of ‘having conversations about values 
before the technology has come into being, and encountering all of the problems that are 
involved in having those conversations’. During these conversations, scientists have 
acquired some of the language of social science, philosophy and law, and social 
scientists, philosophers and lawyers have begun moving closer to a constructive 
engagement with science. In this book, I have tried to report on some of the con-
versations I have staged, observed or been involved in. My hope is that they help 
chart a way forward not just for geoengineering research but for the governance 
of emerging technologies more generally.

The SPICE researchers began their project critical of the idea of geoengineer-
ing but with a conventional sense of their own responsibilities as scientists. The 
expansion and recasting of their highly publicised open-air experiment chal-
lenged them to rethink their responsibilities. The decision not to conduct the 
balloon experiment was an act of scientific responsibility. They were responding 
to concerns held within and outside the project about intellectual property and a 
lack of clear governance. But we cannot and should not rely on the good nature 
of publicly funded scientists to govern geoengineering research.

I have argued in this book that responsibility is about more than good inten-
tions. The first point is that good intentions are not universally agreed upon. 
In my journey through the world of geoengineering research, I have met only 
well-intentioned scientists, but they would not share each other’s visions for the 
Earth’s future. Second, geoengineering is already being scientised, creating lock-
ins and path dependencies that may prove irreversible. Momentum is gradually 
building up, even if many individual scientists would rather it didn’t.

Geoengineering is not inevitable. Indeed, the closer one looks the less likely 
it appears. But as it becomes ‘thinkable’ as a topic of sensible scientific inquiry, 
we can assume there will be research findings and innovations that change rela-
tionships between people, technologies, the climate and politics, even if we can’t 
predict what these changes will look like. There are various perspectives on the 
desirability of such changes. Some would argue that climate policy is urgently in 
need of disruption, given the apparent failure of our efforts so far. Others would 
say that now, more than ever, we need to stay the course. It is hard to imagine 
how geoengineering fits neatly into current global climate policy. As Mike Hulme 
has argued, geoengineering ‘destabilises far more than it stabilises’ (Hulme 2014, 
p. 55). Most would agree that this is something to which we should pay attention. 
So how should we proceed?

Guidelines for collective experimentation

Given the uncertainties of geoengineering, one could imagine two caricatured 
approaches. The first is technocracy, treating geoengineering as a technosci-
entific task. A technocratic approach would give engineers the responsibility 
to develop options, which would be assessed in conversation with scientists. 
The second approach is one of regulation. This approach would recognise that 
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geoengineering was not an issue merely for science, but one about which there 
were legitimate concerns relating to ethics and risk. A regulatory approach would 
look to control the technologies proposed for geoengineering.

To their credit, there are few geoengineering scientists calling for an undi-
luted technocratic approach. The dominant view is that science should proceed, 
with substantial caution about the development of technological options until we 
know more and controls are in place for the use of any technologies that emerge. 
In this sense, the consensus is for a blend of both approaches. There has been 
much discussion among geoengineering researchers about where either is appro-
priate and how we might demarcate them. As I described in Chapter 5, there 
have been attempts to draw lines around and through the geoengineering issue 
to define an ‘allowed zone’ (Morgan et al. 2013) for scientific research. Scientists 
have argued about thresholds for the regulation of experiments, whether these 
are defined in terms of environmental impact or drawn at the door of a university 
laboratory. Some have attempted to draw disciplinary or technological lines to 
define what counts as geoengineering. Others have sought to reaffirm an infor-
mal taboo against talking about it at all. Outside geoengineering research, in the 
wider world of Earth system science, researchers have, through ideas such as the 
Anthropocene and planetary boundaries, sought to draw uncrossable lines of a 
different kind. As I have argued, this project of line drawing rests on assump-
tions not just of unfettered scientific freedom within social limits, but also of a 
Promethean technology. It contributes to the construction of geoengineering as 
a thing in the world, to be studied by natural scientists and with ethical impli-
cations to be speculated about. The more immediate concerns that come with 
recognising geoengineering as a work-in-progress are overlooked.

Both the technocratic and the regulatory approach are based on some flawed 
assumptions, not least the assumption of technological inevitability. The attempt 
to draw clear lines around science and policy will come unstuck because these 
things are coproduced (Jasanoff 2004). My suggested alternative, given that we 
have the time and space to deliberate, is to approach geoengineering as a collec-
tive experiment.

The idea of collective experimentation is both descriptive and prescriptive. 
As I described in Chapter 2, the experimentality of technologies that had been 
assumed to be predictable, controllable and well bounded has become more 
apparent over the last few decades. Although this diagnosis originally came from 
studies of technologies for energy and agriculture, our engagement with ubiq-
uitous computing and social media has made the experiment more obvious. As 
users, we are still making sense of these technologies, and we do not presume that 
their creators can completely anticipate their future direction.

This description of technology prompts a new set of demands (Latour 2011): 
If there are experiments taking place, who is taking responsibility for them? 
What are the experimental ethics? What are the protocols? What are we learn-
ing? Understanding the experiment as a collective one means including institu-
tions in the apparatus. We have seen with SPICE a version of a story that is 
familiar in science policy: scientists taking responsibility as individuals while the 
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institutions that should be making key decisions fall away from view. Research 
funders, universities and the UK government have been largely silent on geo-
engineering, preferring to let individual scientists lead the public debate. The 
Royal Society’s (2009) report is an important exception, which is why it remains 
a cornerstone for geoengineering debates. The Society’s support for the Solar 
Radiation Management Governance Initiative reflects a sense of institutional 
responsibility, although this support was short-lived. The institutional apparatus 
of geoengineering has received very little attention, beyond half-hearted calls for 
some form of global body to take responsibility. Kaushik Sunder Rajan (2010) 
calls clinical trials the ‘experimental machinery’ of biocapital. We remain some 
way away from a geoengineering equivalent capable of building both relevant 
knowledge and public credibility. But we can start to consider what sorts of rela-
tionships should condition geoengineering research.

Given the uncertainties of emerging technologies, we can see immediate 
problems with a conventional regulatory mode demanding ‘informed consent’. 
In the case of geoengineering, it is not clear how the planet’s population could 
offer consent in a meaningful way (Szerszynski et al. 2013), nor is it clear what 
they would be consenting to. The information available is permanently partial. 
Sunder Rajan (2010) criticises clinical trials for seeing their subjects as ‘merely 
risked’ – in need of protection but no more. Making collective experimentation 
more responsible means finding ways for people to move from being subjects to 
being experimenters in themselves or, at least, being able to have a say about the 
direction of experimentation.

Imagining the public

Geoengineering reveals the opportunity for and challenges of upstream public 
engagement (see Wynne 2002; Wilsdon and Willis 2004). With geoengineering, 
we do not see the reaction experienced by those turning a critical eye to other 
emerging technologies, who are accused of being in some way ‘anti-science’ (see 
Stirling 2010). Unlike some more esoteric areas of science, the public nature of 
geoengineering research is inescapable. Even though the technology is unformed, 
scientists, social scientists and others are already imagining publics of various 
shapes and sizes. In my conversations with scientists, they invoked various ‘you’s, 
‘we’s and ‘they’s as they grappled with the possible challenges of governing geo-
engineering. Many statements began with ‘we’ – ‘we’ might decide that ‘we’ need 
geoengineering; ‘we’ won’t be able to control it; ‘we’ can’t trust the models. But 
it was unclear who the ‘we’ was – experimentalists, scientists, experts, the global 
population, a specific group of citizens or someone else entirely.

Mike Hulme has argued that the quest for global temperature reduction sug-
gests, or even demands, a ‘global “we”’ (Hulme 2014, pp. 54–55), a simplified, 
homogeneous mass capable of making decisions in the interests of all people and 
the planet. Scientists might legitimately claim that they are putting the com-
plexities of governance to one side in order to investigate other aspects of geo-
engineering. But we have seen with past schemes and technologies the effects of 
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globalising a problem in order to explore solutions. Sheila Jasanoff (2005) argues 
that such a mentality is at the root of controversies over genetically modified 
crops in developing countries. James Scott (1998) provides other cautionary 
tales of top-down modernism. In the case of geoengineering, the state currently 
being imagined is a global one. But the cautionary tales would suggest that given 
the unpredictability of global climates and people, technological enthusiasts 
may look to force predictability or ‘legibility’ (Scott 1998) onto people. Such a 
Taylorisation of the climate through scientific management seems incompatible 
with current models of democracy (Szerszynski et al. 2013).

As I described in Chapter 2, scientists’ claims about the Anthropocene and 
planetary boundaries are making similar assumptions about global government 
and occasionally drifting into explicit arguments in favour of such top-down, 
anti-democratic arrangements. The view from space achieved by the satellites 
and models of climate science has unproblematically been turned into a call for 
governance, in effect, from space. Matters of governance and politics cannot 
simply be put to one side while research continues as though it were apolitical. 
Treating geoengineering as a collective experiment would demand that govern-
ance become part of the research question. I mentioned in Chapter 6 an early 
attempt to put people back into a climate modelling study by asking experts to 
take collective decisions about a simulated future climate. The project of truly 
democratic geoengineering research demands more such experiments.

Geoengineering has been the subject of a number of direct deliberative pub-
lic engagement exercises, some of which I reviewed in Chapter 3. These have 
gone some way towards elucidating public concerns about geoengineering in gen-
eral and the SPICE project in particular. One such exercise (Macnaghten and 
Szerszynski 2013) used insights from focus groups to anticipate the ‘social constitu-
tion’ of solar radiation management (SRM) technologies. Heywood and Rayner 
(2013) have criticised this work for prematurely identifying essential characteris-
tics of a technology that remains imaginary. While I would agree that we should 
take seriously the technological uncertainties, we can still anticipate likely social 
and political reconfigurations. We should regard social and political ramifications 
as just as important as climatic ones and include them in our anticipation and 
experimentation. If exercises in public engagement are to make a difference to the 
geoengineering debate, we should look to draw out these sorts of ramifications, 
even if they are laden with uncertainty. The interpretation of public engagement 
findings by scientists and scientific institutions tends to downplay the profundity 
of public antipathy. As Carr and colleagues have concluded, public engagement 
asks more of scientists than most scientists realise (Carr et al. 2014).

Such processes should not be reduced to a social research exercise of merely 
finding out what the public thinks. Experiments in public engagement mark the 
beginning rather than the end of a much-needed public debate. There is still a 
tendency to pathologise the public, treating them as a problem to be ‘solved’ 
through conversation (Stilgoe et al. 2014). Rather than fixating on ‘The Public’, 
we should think about governance ‘in public’. Initiatives such as the Oxford 
Principles for geoengineering (Rayner et al. 2013) are a useful start to this journey. 
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Crucially, however, the project of collective experimentation requires more than 
just superficial engagement with members of the public. It demands a reorienta-
tion in the process and representation of science itself.

Democratising uncertainty

Just as nanotechnology and genetics have changed the world, but not in the 
ways that their early proponents predicted (Fortun 2005), so geoengineering will 
change the way that we think about humans’ relationship to the planet, but not 
in the ways currently being imagined. Rather than simply pointing out that we 
are ignorant about the future of geoengineering, we need to look at the ways in 
which uncertainty is being understood and controlled within and around the 
scientific community and identify opportunities for democratisation.

Uncertainty is clearly an important driving force for scientific research. Susan 
Leigh Star has argued that science is a process of controlling local uncertain-
ties in the search for global certainties (Star 1985). But as the controversy over 
the SPICE project demonstrates, the relevant uncertainties are not immediately 
apparent. If a project dares to ask questions that are at odds with informally 
agreed norms, scientists outside the project can react just as defensively as NGOs. 
Most geoengineering researchers considered uncertainties about engineering less 
important, less interesting and more problematic than those that were amenable 
to climate modelling. This contributed, as I described in Chapter 3, to the con-
struction of geoengineering as a set of fictional promises, rather than technical 
questions. Ethics and economics, in particular, have brought their own certain-
ties to the debate and, in doing so, closed down discussions of uncertainties relat-
ing to the politics, as well as the technology, of geoengineering.

Collective experimentation means opening up the discussion of uncertainty 
as part of a democratisation of research agendas. Uncertainty and ambivalence 
should provide a common language for the democratisation of science. Public 
engagement is more constructive when the topic of conversation is uncertainty 
rather than evidence (Stilgoe 2007). But science habitually hides some uncer-
tainties from view while formalising and presenting others, such as those sur-
rounding climate model results (Jasanoff and Wynne 1998). Uncertainties are 
systematically treated as risks. The assumption is that the public demand cer-
tainty, and uncertainty, like experimentation, is imagined to be a scientific con-
cern rather than a democratic one.

Uncertainty is a product of interdisciplinarity, as well as being its currency. 
New questions, challenges and surprises are posed by disciplinary clashes. Part 
of the value of interdisciplinarity is therefore that it disrupts the neat control of 
uncertainty. The same goes for public engagement, whether polite and planned 
or uninvited and noisy. According to Dominique Pestre, improvements to gov-
ernance over the last few decades are not as rational as they first appear:

Contrary to what managers, engineers, politicians and risk experts want to 
make us believe, it is the massive mobilization of the population, of dissident 
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experts and of victims which have led ministerial departments, industrialists, 
safety committees and courts of justice to modify their attitudes.

(Pestre 2013, p. 151)

And yet these dynamics are easy to forget. We convince ourselves that the pro-
cess of social learning can be controlled by experts. We continue to imagine that 
technologies can be divorced from their governance. If we put politics and engi-
neering back into the list of relevant uncertainties, we see the extent to which 
‘geoengineering’ and ‘governance’ are coproduced.

Geoengineering as governance

I have in this book criticised the idea, which has already been allowed to take 
root, that geoengineering is a meaningful technology or set of technologies. The 
term is used as if it were a noun rather than a verb. If we instead think about geo-
engineering as a process, we invite new discussions of responsibility, ethics and 
experimentation. We are forced to admit that as with other emerging technolo-
gies, governance must take place in a state of uncertainty and ignorance. And the 
lines between science, technology and society are blurred.

Geoengineering, as an engineering challenge, would be a form of governance. 
The idea would be to govern the Earth’s climate in a new way, to take control of 
something that has until now been considered largely accidental. Viewed in this 
way, the challenges of control look vast, from the perspective of both politics and 
engineering (see Stirling 2014 for a fuller discussion). Geoengineering as a noun 
looks ‘easy’ (Keith 2013). As a verb, it looks all but impossible. Brad Allenby and 
Dan Sarewitz (2011) claim that ‘we’ve made a world we cannot control’. Most 
people, assuming a strict sense of ‘control’, would agree. But while recognising the 
limits of our ability to control, we could also strive for greater controllability as a 
criterion for metagovernance. As I describe in Chapter 2, a key part of the project 
of responsible innovation is to make it possible to take responsibility and draw 
lines of accountability in the future. The way forward is better described as ‘care’ 
than as ‘control’ (Stilgoe et al. 2013; Stirling 2014). Just as perfect climate ‘steer-
ing’ (Hale 2013, p. 201) will prove impossible, so we should not pretend that geo-
engineering research can be steered in a single, responsible direction. But research 
trajectories may be modulated in more responsible ways (see Fisher et al. 2006).

In his polemic against stratospheric particle injection, Mike Hulme (2014) 
provides a strong argument against the technological optimism of David Keith 
(2013). The power of his argument lies in his reintroduction of sociopolitical 
concerns. The technology, he argues, looks ungovernable. Similarly, Richard 
Owen (2014) asks why SRM has been legitimised as an object of governance 
at all. I agree that we should hold on to the possibility of complete rejection of 
particular technological options. But a closer look at the world of geoengineer-
ing research shows how unlikely the technology currently being imagined is to 
materialise. In ruling it out, we pretend to know what ‘it’ is. We may be able to 
prohibit a particular proposal, but this may deflect attention away from, and so 
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ease the progress of, others. Stratospheric particle injection is not even one idea. 
It is characterised by multiple technologies and multiple intents. Our only option 
is an approach of continued vigilance, collective experimentation and scrutiny of 
technologies as they begin to stabilise.

Experimentation is a way of destabilising current understandings by introduc-
ing surprises. Collective experimentation involves broadening the scope of these 
surprises in conversation between disciplines and with others outside the research 
community. This is not about disempowering scientists, but rather allowing them to 
express their own ambivalence and articulate their responsibilities in public to pre-
vent overly narrow understandings of geoengineering from getting too comfortable.

At the time of writing, some geoengineering researchers are starting to lobby 
for research funding in the open scientific press as well as behind closed doors 
in conversations with funders whom they regard as overly cautious. The debate 
has been cast such that sensible people are imagined to be anti-geoengineering 
but pro-geoengineering research. ‘Research’ is a one-dimensional thing in this 
view – a choice between knowledge and ignorance. ‘Given this choice’, David 
Keith argues, ‘I choose research’ (Keith 2013, p. 13). If this is indeed the choice, 
it is utterly disempowering for anyone except a geoengineering researcher. 
Thankfully, the potential for democratic governance is broader than this. We 
should instead be asking what sorts of research should be supported and how.

Collective experimentation sees research as conditional and relational. 
Following the arguments of this book, I would argue that geoengineering research 
should proceed according to some important principles and practicalities. Making 
geoengineering more anticipatory, more inclusive, more reflexive and more 
responsive (see Chapter 2) means creating new research relationships. SPICE’s 
sister project, the Integrated Assessment of Geoengineering Proposals, was a step 
in this direction. But we should not underestimate the work required in the com-
ing together of different disciplines and their engagement with unfamiliar per-
spectives. The social work of geoengineering research may be as time-consuming 
as the scientific work. Collective experimentation is also experimentation in the 
organisation of science and its institutions. The shared space of geoengineering 
research is an ideal location in which to rethink the relationship between sci-
ence, politics and the public.

Note

1 This analogy owes credit to Bronislaw Szerszynski. It began life as a conversation with 
Bron in an Oxford traffic jam, on the way home from a geoengineering conference.
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